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Glossary of terms and abbreviations used

<table>
<thead>
<tr>
<th>Abbreviation / Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDVA</td>
<td>Big Data Value Association</td>
</tr>
<tr>
<td>CER</td>
<td>Complex Event Recognition</td>
</tr>
<tr>
<td>FLP</td>
<td>Future Location Prediction</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>HDFS</td>
<td>Hadoop Distributed File System</td>
</tr>
<tr>
<td>HLAS</td>
<td>Health, Liveability, Adaptability and Sustainability</td>
</tr>
<tr>
<td>IMN</td>
<td>Individual Mobility Network</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>TP</td>
<td>Trajectory Prediction</td>
</tr>
<tr>
<td>VA</td>
<td>Visual Analytics</td>
</tr>
</tbody>
</table>
1 Deliverable Purpose and Structure

The purpose of deliverable 1.1 – Track & Know Observatory is to provide a single point of reference on the literature review and market analysis for competing and complementing tools and technologies. This allows for the clear identification of the R&D work that needs to be conducted to meet the desired KPIs during the project’s lifetime. Accompanying to this report, an online observatory, implemented as an integral part of the project website, will identify and monitor the current state-of-the-art throughout the project.

The structure of this deliverable is as follows: Section 2 presents the overall Track & Know concept, according to the BDVA reference model. Sections 3, 4, 5, and 6 provide an in-depth literature review on state-of-the-art big data platforms and architectures, big data management and processing techniques, big data analytics methods, and big data visualization and visual analytics methods and tools, respectively, which are highly relevant to the project. Sections 7, 8, and 9 conduct a market analysis on the three industries that will be addressed in Trach & Know project: car insurance, healthcare services, and fleet management, respectively. Section 10 presents the structure and functionality of the online observatory, implemented as an integral part of the project website, as already mentioned. Section 11 concludes the report.
2 The Track & Know concept

As the world’s population living in metropolitan areas increases, so increases the need for effective and sustainable interventions and services to inject mobility intelligence and improve the quality of life in large urban environments. Technological developments, in particular the extended and expanding use of ICT, have resulted the collection of unprecedented volumes of data across systems operating in the transport, mobility and the urban applications domains. Moreover, the influence of digital evolution is changing the experience of consumers of services in these domains and is driving the expectations that will shape the demand in the coming years. Although certain markets have been radically changed by the influence of technology, the transport, mobility and urban services sectors are changing at a slower pace and both commercial providers and public operators are very slowly adapting to the current technology offerings.

The existing accumulated large volumes of data, known also as “big data”, are generating a strong interest in the research communities, the relevant industries and among policy makers. The adoption of digital services is expected to enable service providers to deliver secure and efficient services across intelligent infrastructures with higher automation capacity. As a result, the demand for efficient and scalable smart services facilitating personalized, adaptable, environmental and sustainable capabilities impose new requirements for the improved exploitation of the immense and continuously rising amounts of data generated by industrial operations, sensors and devices (Internet of Things - IoT), social media and often aggregated Open Data sources.

Increasingly, in smart cities cloud-based infrastructures combined with behavioural, institutional and policy-related data sources create a critical pathway in achieving the four-partite goals of Health, Liveability, Adaptability and Sustainability (HLAS). Elaborating on the cross-domain Big Data Value generation, so far, the most common approaches e.g. for smart mobility focus on tracking vehicles’ spatial and temporal information and have not been related with health, adaptable insurance services and life quality indices (i.e. driving and cognitive capabilities, driving skills deterioration, prevention, symptoms early-detection, prediction and control, etc.).

Unfortunately, in today’s information society, the ability of retrieving knowledge from mobility and contextual data is becoming more and more critical for the competitiveness of all the economic, political and cultural entities. Companies produce within their individual activities and along with synergies (i.e. traffic monitoring, fleet and healthcare management, emergency response and/or adaptable insurance services, etc.) a huge flow of data coming from diverse domains, different devices, processes, markets, user generated content/feedback or external sources. The rise of ubiquitous connectivity combined with IoT (Internet of Things) is the key enabler for the rise of “Industry 4.0” and already allows acquiring data from an evolving mobile and stationary ecosystem. The more data are available, the more the tools to manage them have advanced. Databases, software, computing power and in general technical infrastructure have grown and improved in the past years, thanks to investments and research. However, there is a gap between the availability of data and the potential information or knowledge that can be extracted from them: not every enterprise has now the means to analyse such an amount of data. In addition to this, Data Science imposes the tight collaboration among different stakeholders coming from diverse domains (i.e. ICT, Transport, Insurance, Health, etc.) to add value to this kind of data in an intelligent, efficient and scalable manner. But still, this amount of data most of the time remains decoupled and isolated within private infrastructures. Many companies can benefit from data management and analysis in order to infer knowledge by effectively blending data. Knowledge from Big Data is the key for success.

In this direction, Track&Know, by injecting computational thinking capabilities in the context of smart mobility services, aims to address the challenges of the emerging Big Data Value ecosystem, including the autonomous, connected and shared vehicles technologies, the self-enablement configuration
features (such as e.g. in Intelligent Transportation Systems - ITS, self-parking, speed and/or lane control), addressing the questions of what type of information is needed, and with whom, when and how it is used. More specifically, Track&Know integrates multidisciplinary research teams from Mobility Data management, Complex Event Recognition, Geospatial Modelling, Complex Network Analysis, Transportation Engineering and Visual Analytics to develop new models and applications. An insight of Track&Know concept is represented in Figure 1 (source: www.bdva.eu), providing an overview on how the aforementioned challenges are going to be addressed conjunctively and towards providing a coherent Big Data Framework and related solutions.

Figure 1: The Track & Know components mapped to the BDVA reference model.

2.1 Scope and Approach

Track&Know project brings together interdisciplinary partners from the transport, insurance, emergency healthcare industries, academia and research along with users and data-provision partners focusing on real-life and user-defined challenges to address the open issues arising from the automotive transportation in modern metropolitan areas and increase the contextual awareness in urban mobility by delivering intelligent information and predictive analytics to user-interest groups, stakeholders and city managers.

Track&Know is a research and innovative collaborative project targeting at developing and exploiting novel technologies and methods in order to increase the efficiency of Big Data domains such as
Transport, Insurance and Healthcare, aiming in the same time at the applicability in other European industries. The overall Big Data architecture is shown below (Figure 2).

**Figure 2: The Track&Know Real time Processing Flow**

The Data Sources are multiple streaming and heterogenous data sources, as well as archival and contextual data of huge volumes.

Big Data Toolboxes for intelligent and integrated services with predictive safety capabilities (i.e. for collision avoidance, optimized emergency response and/or accident management, driving skills deterioration, adaptable insurance services, etc.) are considered critical by people and researchers within the spectrum to reshape the way that visualization techniques make data accessible in ways humans understand. Advanced data analytics support more efficient decision-making and scalable, iterative processes generate trusted insights in the automotive transportation landscape.

Track&Know incorporates novel methodologies for real-time detection and prediction of individuals and mobility patterns, enabling for risk assessment and crisis management, inference of useful knowledge and complex events related to car drivers, people’s transportation activities, together with advanced visual analytics methods, over multiple heterogeneous, voluminous, unlabelled, fluctuating, and noisy data streams, correlating them with archival data exhibiting behavioural and social characteristics, demographics, health and life quality indices, geographical information, mobility analytics and intentional data (e.g. commuting, daily/weekly regularities) etc., in a timely manner. Track&Know applies Big Data driven innovations for Operations and Tasks Planning improvements as well as the configuration of new disruptive business models in the domains of Mobility, Insurance and Health.

More specifically, Track&Know will provide a streamlined, Big Data Platform that will be endowed with the Big Data frameworks, software stacks and Toolboxes that the project will research, innovate and demonstrate. The Track&Know Big Data Platform will be the hub that will be integrated with existing industrial systems that are made available to the project (from Consortium partners, namely INTRASOFT, ZEL, SIS, PAP) and will be used within the pilot applications and will be validated during the demonstration cases. Furthermore, the Track&Know Big Data Platform will aim at securing the sustainability of the produced results, engaging the vast spectrum of research and software development communities that participate in the project, and also at engaging global communities of data providers and end users to promote pilot activities not only in the Transport domain, but also to other domains that could benefit by the produced tools. The Big Data Platform will be developed by INTRASOFT, a core member within BDVA and is thus aligned with the BDVA reference model (BDVSRIA, 2016), as shown at a high level earlier in Figure 1.
In particular, the BDVA Reference Model covers the most important Big Data technical areas (shown horizontally). The BDVA Reference Model also covers key cross-cutting concerns, such as data protection, cyber security, development and operations, and standards (shown vertically). Track&Know architecture will capitalize on the existing infrastructure that is provided by participating industrial partners in the corresponding demonstration Pilots.

The Track&Know Big Data Platform will integrate the components and Toolboxes developed during the project. The design of the proposed developments is based on the BDVA reference architecture and the respective guidelines aim at supporting Big Data application developers at improving their applications performance and efficiency.

2.2 References

3 Big Data Platforms and Infrastructure

The scope of this section is to describe the available Big Data Platforms, the Big Data File / Storage Systems, as well as the existing Big Data Batch / Stream Processing approaches and the connectors in order to present a system in its entirety which we can store, send and analyze data.

3.1 Big Data Platforms and Infrastructure

Cloudera Enterprise - Cloudera Enterprise (Cloudera) includes CDH, an open source Hadoop-based platform. CDH is Cloudera’s 100% open source platform distribution, including Apache Hadoop and built to meet enterprise demands. By integrating Hadoop with more than a dozen other critical open source projects, Cloudera has created a functionally advanced system that helps in performing end to end Big Data workflows. Cloudera Enterprise is available in three editions, each offering varying levels of services management capabilities. The basic edition provides management capabilities to support cluster running core CDH services that include HDFS, Hive, MapReduce, Oozie, YARN and ZooKeeper.

Cloudera’s Benefits

- One integrated system, bringing diverse users and application workloads to one pool of data on common infrastructure; no data movement required
- Perimeter security, authentication, granular authorization, and data protection
- Enterprise-grade data auditing(control), data lineage, and data discovery
- Native high-availability, fault-tolerance and self-healing storage, automated backup and disaster recovery, and advanced system and data management
- Apache-licensed open source to ensure your data and applications remain yours, and an open platform to connect with all of your existing investments in technology and skills
- One massively scalable platform to store any amount or type of data, in its original form, for as long as desired or required
- Integrated with your existing infrastructure and tools
- Flexible to run a variety of enterprise workloads - including batch processing, interactive SQL, enterprise search and advanced analytics

Cloudera’s Disadvantages

- Not fully Open Source, couple of components of the distributions are privately owned, meaning with public contributions are not welcome
- More Up to date technologies
- Improvements to Cluster Management tool is required, which are already available to its competitors

Hortonworks - Architected, developed, and built completely in the open, Hortonworks Data Platform (Hortonworks) provides Hadoop designed to meet the needs of enterprise data processing. HDP is a platform for multi-workload data processing across an array of processing methods - from batch through interactive to real-time - all supported with solutions for governance, integration, security and operations. Furthermore, Hortonworks is a massive contributor to the open-source Hadoop community focused on evolving it into a broadly capable data-management platform. Everything in the Hortonworks Data Platform (HDP) is freely available as open-source software. Hortonworks distribution has master-slave architecture and it can support among others MapReduce, YARN, Spark, Kafka, Flink and HBase. Furthermore, Hortonworks has no proprietary software, uses Ambari for management and Stinger for handling queries, and Apache Solr for searches of data.

Hortonworks’s Benefits
- Completely Open: HDP is the only completely open Hadoop data platform available. All solutions in HDP are developed as projects through the Apache Software Foundation (ASF). There are no proprietary extensions or add-ons required.
- Fundamentally Versatile: At its heart HDP offers linear scale storage and compute across a wide range of access methods from batch to interactive, to real time, search and streaming. It includes a comprehensive set of capabilities across governance, integration, security and operations.
- Wholly Integrated: HDP integrates with and augments your existing applications and systems so that you can take advantage of Hadoop with only minimal change to existing data architectures and skillsets. Deploy HDP in-cloud, on-premise or from an appliance across both Linux and Windows.
- Hortonworks provides you with the flexibility to run the same industry-leading, open source platform to gain data insights in the data center as well as on the public cloud of choice.

**Hortonworks’s Disadvantages**

- Installation can be complex and needs to be streamlined
- There exist minor stability issues with the platform. As a remedy for that someone may choose not to follow the latest releases to make sure more stable versions are used.
- Upgrading from lower versions is at the moment feasible but demands effort.
- There is room for improvement in monitoring. The Ambari Management interface on HDP is just a basic one and does not have many rich features.

**MapR** - The MapR Distribution (MapR) including Apache Hadoop provides an enterprise-grade distributed data platform that can reliably store and process big and fast data. MapR Distribution gives a good foundation for running batch, interactive, and real-time applications. With an open choice approach to open source, MapR gives you a broad range of technologies (multiple projects for SQL-on-Hadoop, NoSQL databases, execution engines such as Spark, etc) to choose from, so that the right tool is employed for a specific need. Furthermore, MapR M7 Hadoop distribution addresses weakness in HBase by doing away with region servers, table splits and merges, and data-compaction steps. MapR has also implemented its own architecture for snapshotting, high availability, and system recovery. With M7, MapR also introduced optional LucidWorks Search software on top of Hadoop for building out recommendation engines, fraud-detection, and predictive applications.

The three platform services offered (MapR-FS, MapR-DB, and MapR Streams), are unified by common core capabilities built into the underlying platform such as high availability, real-time access, unified security, multi-tenancy, disaster recovery, a global namespace, self-healing, and management and monitoring. The MapR Converged Data Platform allows you to quickly and easily build breakthrough, reliable, real-time applications by providing:

- Single cluster for streams, file storage, database, and analytics.
- Persistence of streaming data, providing direct data access to batch and interactive frameworks, eliminating data movement.
- Unified security framework for data-in-motion and data-at-rest, with authentication, authorization, and encryption.
- Utility-grade reliability with self-healing and no single point-of-failure architecture.

**MapR’s Benefits**

- Unified Big Data Platform: Capable of creating a complete picture of all data, including high-velocity, real-time data, to find previously unidentifiable insights. Process more data types with the schema-less flexibility and the high-velocity read/write capabilities of the integrated in-Hadoop online database platform.
- **Proven Production Readiness:** Ability to get continuous value from your data with the technology proven in production to meet strict service level agreements. Deploy 24x7 online applications with enterprise-grade capabilities to achieve zero downtime. Run HBase-compatible applications with zero database administration.
- **Consistent High Performance at Any Scale:** Ability to get faster results on larger data sets to respond more quickly to more complete data. Achieve quicker application responsiveness for an enhanced user experience. Easily load and process high volumes and high velocities of incoming data.

**Apache Ambari** - Ambari (Apache Ambari) is a completely open source management platform for provisioning, managing, monitoring and securing Apache Hadoop clusters. Apache Ambari can help in taking the guesswork out of operating Hadoop. Apache Ambari, as part of the Hortonworks Data Platform, allows enterprises to plan, install and securely configure HDP making it easier to provide ongoing cluster maintenance and management, irrespective to the size of the cluster. Ambari makes Hadoop management simpler by providing a consistent, secure platform for operational control with an intuitive Web UI as well as a robust REST API, which is particularly useful for automating cluster operations. The tools allow Hadoop operators get the following core benefits:

- Simplified Installation, Configuration and Management
- Centralized Security Setup.
- Full Visibility into Cluster Health
- Highly Extensible and Customizable

### 3.2 Big Data File / Storage Systems

In general, Data stores are grouped according to their data model, i.e. SQL vs. NoSQL (Cattell et al. 2011):

- **Key-value Stores:** These systems store values and an index to find them, based on a programmer defined key.
- **Document Stores:** These systems store documents, as just defined. The documents are indexed, and a simple query mechanism is provided.
- **Extensible Record Stores:** These systems store extensible records that can be partitioned vertically and horizontally across nodes. Some papers call these "wide column stores".
- **Relational Databases:** These systems store (and index and query) tuples.

**Key Value Stores:** The simplest data stores use a data model similar to the popular memcached distributed in-memory cache, with a single key-value index for all the data. These systems are called key-value stores. Unlike memcached, these systems generally provide a persistence mechanism and additional functionality as well: replication, versioning, locking, transactions, sorting, and/or other features. The client interface provides inserts, deletes, and index lookups. Like memcached, none of these systems offer secondary indices or keys. Some noticeable Key Value Stores include:

- Project Voldemort
- Riak
- Redis
- Tokyo Cabinet
- Document Stores

**Document stores** support more complex data than the key-value stores. Although termed “document store” and these systems could store “documents” in the traditional sense (articles, Microsoft Word files, etc.), a document in these systems can be any kind of “pointerless object”. Unlike the key-value stores, these systems generally support secondary indexes and multiple types of documents (objects)
per database, and nested documents or lists. Like other NoSQL systems, the document stores do not provide ACID transactional properties. Here are some of the Document Stores:

- SimpleDB
- CouchDB
- MongoDB
- Terrastore

**Extensible Record Stores:** The extensible record stores seem to have been motivated by Google’s success with BigTable. Their basic data model is rows and columns, and their basic scalability model is splitting both rows and columns over multiple nodes:

- Rows are split across nodes through sharding on the primary key. They typically split by range rather than a hash function. This means that queries on ranges of values do not have to go to every node.
- Columns of a table are distributed over multiple nodes by using “column groups”. These may seem like a new complexity, but column groups are simply a way for the customer to indicate which columns are best stored together.

Extensible Record Stores include:

- Hadoop Distributed File System (HDFS)
- HBase
- Cassandra

**Hadoop Distributed File System** - The Hadoop Distributed File System (HDFS) is a distributed file system designed to run on commodity hardware. It has many similarities with existing distributed file systems. However, the differences from other distributed file systems are significant. HDFS is highly fault-tolerant and is designed to be deployed on low-cost hardware. HDFS provides high throughput access to application data and is suitable for applications that have large data sets.

Hardware failure is the norm rather than the exception. An HDFS instance may consist of hundreds or thousands of server machines, each storing part of the file system’s data. The fact that there are a huge number of components and that each component has a non-trivial probability of failure means that some component of HDFS is always non-functional. Therefore, detection of faults and quick, automatic recovery from them is a core architectural goal of HDFS.

HDFS has been designed to be easily portable from one platform to another. This facilitates widespread adoption of HDFS as a platform of choice for a large set of applications. An HDFS has a master/slave architecture and an HDFS cluster consists of a single NameNode, a master server that manages the file system namespace and regulates access to files by clients. In addition, there are several DataNodes, usually one per node in the cluster, which manage storage attached to the nodes that they run on. HDFS exposes a file system namespace and allows user data to be stored in files. Internally, a file is split into one or more blocks and these blocks are stored in a set of DataNodes. The NameNode executes file system namespace operations like opening, closing, and renaming files and directories. It also determines the mapping of blocks to DataNodes. The DataNodes are responsible for serving read and write requests from the file system’s clients. The DataNodes also perform block creation, deletion, and replication upon instruction from the NameNode.

HDFS is part of the Apache Hadoop Core project. The Apache Hadoop software library is a framework that allows for the distributed processing of large data sets across clusters of computers using simple programming models. It is designed to scale up from single servers to thousands of machines, each offering local computation and storage. Rather than rely on hardware to deliver high-availability, the library itself is designed to detect and handle failures at the application layer, so delivering a highly-available service on top of a cluster of computers, each of which may be prone to failures.
HBase - Apache HBase (Jiang 2012) is the Hadoop database, is a type of NoSQL database, a distributed, scalable, big data store. When there is a need for random, real-time read/write access to your Big Data, Apache HBase is befitting. This project’s goal is the hosting of very large tables (billions of rows X millions of columns) using clusters of commodity hardware. Apache HBase is an open-source, distributed, versioned, non-relational database modeled. Some key features include the following:

- Linear and modular scalability.
- Strictly consistent reads and writes.
- Automatic and configurable sharding of tables.
- Automatic failover support between RegionServers.
- Convenient base classes for backing Hadoop MapReduce jobs with Apache HBase tables.
- Easy to use Java API for client access.
- Block cache and Bloom Filters for real-time queries.
- Query predicate push down via server side Filters.
- Thrift gateway and a REST-ful Web service that supports XML, Protobuf, and binary data encoding options.
- Extensible jruby-based (JIRB) shell.
- Support for exporting metrics via the Hadoop metrics subsystem to files or Ganglia; or via JMX.

Cassandra - Apache Cassandra (Rabl et al. 2012) is a free and open-source distributed NoSQL database management system designed to handle large amounts of data across many commodity servers, providing high availability with no single point of failure. Cassandra offers robust support for clusters spanning multiple datacenters, with asynchronous masterless replication allowing low latency operations for all clients.

Data is automatically replicated to multiple nodes for fault-tolerance. Replication across multiple data centers is supported. Failed nodes can be replaced with no downtime. There are no network bottlenecks. Every node in the cluster is identical. Every node in the cluster has the same role. There is no single point of failure. Data is distributed across the cluster (so each node contains different data), but there is no master as every node can service any request. Read and write throughput both increase linearly as new machines are added, with no downtime or interruption to applications.

Cassandra is not row level consistent, meaning that inserts and updates into the table that affect the same row that are processed at approximately the same time may affect the non-key columns in inconsistent ways. One update may affect one column while another affects the other, resulting in sets of values within the row that were never specified or intended.

Relational Databases

Unlike the other data stores, relational DBMSs have a complete pre-defined schema, a SQL interface, and ACID transactions. Traditionally, RDBMSs have not achieved the scalability of the some of the previously described data stores. It appears likely that some relational DBMSs will provide scalability comparable with NoSQL data stores, with two provisions:

- Use small-scope operations: As we’ve noted, operations that span many nodes, e.g. joins over many tables, will not scale well with sharding.
- Use small-scope transactions: Likewise, transactions that span many nodes are going to be very inefficient, with the communication and two-phase commit overhead.

It should be noted that NoSQL systems avoid these two problems by making it difficult or impossible to perform larger scope operations and transactions.

Relational Databases are:

- MySQL Cluster
- VoltDB
- Clustric
SQL vs NoSQL: Key Differences (SQL vs. NoSQL)

- One of the key differentiators is that NoSQL supported by column-oriented databases where RDBMS is row oriented database.
- NoSQL seems to work better on both unstructured and unrelated data. The better solutions are the crossover databases that have elements of both NoSQL and SQL.
- RDBMSs that use SQL are schema–oriented which means the structure of the data should be known in advance to ensure that the data adheres to the schema. For example, predefined schema-based applications that use SQL include Payroll Management System, Order Processing and Flight Reservations.
- SQL Databases are vertically scalable – this means that they can only be scaled by enhancing the horse power of the implementation hardware, thereby making it a costly deal for processing large batches of data.
- NoSQL databases give up some features of the traditional databases for speed and horizontal scalability. NoSQL databases on the other hand are perceived to be cheaper, faster and safer to extend a preexisting program to do a new job than to implement something from scratch.
- More importantly, data integrity is a key feature of SQL based databases. This means, ensuring the data is validated across all the tables and there’s no duplicate, unrelated or unauthorized data inserted in the system.
- Advantages of SQL databases are that they are typically more performant when dealing with more complex queries. Users cite the relational nature of SQL DBs encourages a well-structured database.

3.3 Big data Batch processing

Apache Flink - Apache Flink (Apache Flink) is an open source stream processing framework developed by the Apache Software Foundation. The core of Apache Flink is a distributed streaming dataflow engine written in Java and Scala. Flink executes arbitrary dataflow programs in a data-parallel and pipelined manner. With its pipelined runtime system, it enables the execution of bulk/batch and stream processing programs. Furthermore, Flink’s runtime supports the execution of iterative algorithms natively.

Flink provides a high-throughput, low-latency streaming engine as well as support for event-time processing and state management. Flink applications are fault-tolerant in the event of machine failure and support exactly-once semantics. Programs can be written in Java, Scala, Python, and SQL and are automatically compiled and optimized into dataflow programs that are executed in a cluster or cloud environment. It is worth mentioning that Flink does not provide its own data storage system and provides data source and sink connectors to systems such as Amazon Kinesis, Apache Kafka, HDFS, Apache Cassandra, and ElasticSearch.

In general, Flink:

- provides results that are accurate, even in the case of out-of-order or late-arriving data;
- is stateful and fault-tolerant and can seamlessly recover from failures while maintaining exactly-once application state;
- performs at large scale, running on thousands of nodes with very good throughput and latency characteristics.

Apache Hadoop - Apache Hadoop (Hadoop) is a collection of open-source software utilities that facilitate using a network of many computers to solve problems involving massive amounts of data
and computation. It provides a software framework for distributed storage and processing of big data using the MapReduce programming model. The core of Apache Hadoop consists of a storage part, known as Hadoop Distributed File System (HDFS) and a processing part which is a MapReduce programming model. Hadoop splits files into large blocks and distributes them across nodes in a cluster. It then transfers packaged code into nodes to process the data in parallel. This approach takes advantage of data locality, where nodes manipulate the data they have access to. This allows the dataset to be processed faster and more efficiently than it would be in a more conventional supercomputer architecture that relies on a parallel file system where computation and data are distributed via high-speed networking.

**Apache Spark** - Apache Spark (Spark) has as its architectural foundation the resilient distributed dataset (RDD), a read-only multiset of data items distributed over a cluster of machines, that is maintained in a fault-tolerant way. RDD is a fundamental data structure of Spark. This processing tool is a programming abstraction that represents an immutable collection of objects that can be split across a computing cluster. Operations on the RDDs can also be split across the cluster and executed in a parallel batch process, leading to fast and scalable parallel processing. RDDs can be created from simple text files, SQL databases, NoSQL stores (such as Cassandra and MongoDB) among others. Much of the Spark Core API is built on this RDD concept, enabling traditional map and reduce functionality, but also providing built-in support for joining data sets, filtering, sampling, and aggregation.

**Hadoop MapReduce** - Hadoop MapReduce (Dean and Ghemawat, 2004) is a software framework for easily writing applications which process vast amounts of data (multi-terabyte data-sets) in-parallel on large clusters (thousands of nodes) of commodity hardware in a reliable, fault-tolerant manner. A MapReduce job usually splits the input data-set into independent chunks which are processed by the map tasks in a completely parallel manner. The framework sorts the outputs of the maps, which are then input to the reduce tasks. Typically, both the input and the output of the job are stored in a file-system. The framework takes care of scheduling tasks, monitoring them and re-executes the failed tasks.

Typically, the compute nodes and the storage nodes are the same, that is, the MapReduce framework and the Hadoop Distributed File System are running on the same set of nodes. This configuration allows the framework to effectively schedule tasks on the nodes where data is already present, resulting in very high aggregate bandwidth across the cluster. The MapReduce framework consists of a single master JobTracker and one slave TaskTracker per cluster-node. The master is responsible for scheduling the jobs' component tasks on the slaves, monitoring them and re-executing the failed tasks. The slaves execute the tasks as directed by the master.

At their minimal, applications specify the input / output locations and supply map and reduce functions via implementations of appropriate interfaces and/or abstract-classes. These, and other job parameters, comprise the job configuration. The Hadoop job client then submits the job (jar/executable etc.) and configuration to the JobTracker which then assumes the responsibility of distributing the software/configuration to the slaves, scheduling tasks and monitoring them, providing status and diagnostic information to the job-client. Although the Hadoop framework is implemented in Java, MapReduce applications need not be written in Java.

### 3.4 Big data Stream processing

**Spark Streaming** - Spark Streaming (Spark Streaming) makes it easy to build scalable fault-tolerant streaming applications. Spark Streaming brings Apache Spark’s language-integrated API to stream processing, letting you write streaming jobs the same way you write batch jobs. It supports Java, Scala and Python. Stateful exactly-once semantics out of the box. Combine streaming with batch and interactive queries.
Spark Streaming extended the Apache Spark concept of batch processing into streaming by breaking the stream down into a continuous series of microbatches, which could then be manipulated using the Apache Spark API. In this way, code in batch and streaming operations can share (mostly) the same code, running on the same framework, thus reducing both developer and operator overhead. A criticism of the Spark Streaming approach is that microbatching, in scenarios where a low-latency response to incoming data is required, may not be able to match the performance of other streaming-capable frameworks like Apache Storm, Apache Flink, and Apache Apex, all of which use a pure streaming method rather than microbatches.

Instead of processing the streaming data one record at a time, Spark Streaming discretizes the streaming data into tiny, sub-second micro-batches. In other words, Spark Streaming’s Receivers accept data in parallel and buffer it in the memory of Spark’s workers nodes. Then the latency-optimized Spark engine runs short tasks (tens of milliseconds) to process the batches and output the results to other systems. Note that unlike the traditional continuous operator model, where the computation is statically allocated to a node, Spark tasks are assigned dynamically to the workers based on the locality of the data and available resources. This enables both better load balancing and faster fault recovery.

Kafka Streaming - Kafka Streams (Kafka Stream) is a client library for building applications and microservices, where the input and output data are stored in a Kafka cluster. It combines the simplicity of writing and deploying standard Java and Scala applications on the client side with the benefits of Kafka’s server-side cluster technology.

Some benefits of Kafka include:
- Elastic, highly scalable, fault-tolerant
- Deploy to containers, VMs, bare metal, cloud
- Equally viable for small, medium, & large use cases
- Fully integrated with Kafka security
- Write standard Java applications
- Exactly-once processing semantics
- No separate processing cluster required

Apache Storm - Apache Storm (Apache Storm, 2016) is a free and open source distributed real-time computation system. Storm makes it easy to reliably process unbounded streams of data, doing for real-time processing what Hadoop did for batch processing. Storm is simple, can be used with any programming language. Storm has many use cases: real-time analytics, online machine learning, continuous computation, distributed RPC, ETL, and more. Storm is fast: a benchmark clocked it at over a million tuples processed per second per node. It is scalable, fault-tolerant, guarantees your data will be processed, and is easy to set up and operate.

Storm integrates with the queueing and database technologies you already use. A Storm topology consumes streams of data and processes those streams in arbitrarily complex ways, repartitioning the streams between each stage of the computation however needed.

3.5 Connectors

Kafka Connect - Kafka Connect (Kafka Connect) is a framework for scalably and reliably streaming data between Apache Kafka and other data systems. Connect makes it simple to use existing connector implementations for common data sources and sinks to move data into and out of Kafka. Kafka Connect’s applications are wide ranging. A source connector can ingest entire databases and stream table updates to Kafka topics or even collect metrics from all of your application servers into Kafka topics, making the data available for stream processing with low latency. A sink connector can deliver data from Kafka topics into secondary indexes like Elasticsearch or into batch systems such as Hadoop for offline analysis.
Kafka Connect is focused on streaming data to and from Kafka. This focus makes it much simpler for developers to write high quality, reliable, and high-performance connector plugins and makes it possible for the framework to make guarantees that are difficult to achieve in other frameworks.

The main benefits of using Kafka Connect are:

- **Data Centric Pipeline** – use meaningful data abstractions to pull or push data to Kafka.
- **Flexibility and Scalability** – run with streaming and batch-oriented systems on a single node or scaled to an organization-wide service.
- **Reusability and Extensibility** – leverage existing connectors or extend them to tailor to your needs and lower time to production.

**Spark Connectors** - Both Spark and HBase are widely used, but how to use them together with high performance and simplicity is a very challenging topic. Spark HBase Connector (SHC) provides feature rich and efficient access to HBase through Spark SQL. It bridges the gap between the simple HBase key value store and complex relational SQL queries and enables users to perform complex data analytics on top of HBase using Spark. SHC implements the standard Spark data source APIs, and leverages the Spark catalyst engine for query optimization. To achieve high performance, SHC constructs the RDD from scratch instead of using the standard HadoopRDD. With the customized RDD, all critical techniques can be applied and fully implemented, such as partition pruning, column pruning, predicate pushdown and data locality. The design makes the maintenance easy, while achieving a good tradeoff between performance and simplicity.

Furthermore, Spark is collaborating with MongoDB, Cassandra, Sorl, Elasticseaerch etc. in creating connectors between them (Spark packages). There is also the ability to define custom and purpose-built connectors depending on the needs (Connector Devel.). The community offers a big selection of implementations that work with specific technologies and tools. There also exists a Connect Developer Guide so as to create connectors if necessary although in general it is preferable to use already existing connectors and it is a solution when something specific is required.

### 3.6 Industry-related Benchmarks

In this section, some applications of big data technologies and solutions are presented by looking into specific industries which have adopted some big data approaches in order to achieve their goals. In the following paragraphs the Nissan motor company, Octo and Novartis are highlighted:

**Nissan Motor Company Ltd** (Nissan): Connected cars that leverage driving data are a vision that automobile manufacturers are aggressively pursuing. Nissan Motor Company Ltd (Nissan) is on this journey also. The company was experiencing a variety of business challenges, namely the need for infrastructure capable of storing huge volumes of vehicle driving data and product quality data on a long-term basis. Also, it had a need for a Hadoop platform capable of deploying a variety of data cross-functionally. Nissan turned to Hadoop as the solution for its Big Data problem, relying on Hortonworks Data Platform (HDP). The open source model appealed to the company due to the large numbers of engineering talent in the market and the flexibility to pivot if circumstances changed down the road.

**OCTO** (Octo): Octo Telematics is provider of telematics and data analytics solutions for the auto insurance industry. By collecting and analyzing data from connected cars, Octo Telematics gives insurers insights to more effectively assess driver risk, deliver crash and claim services, and manage customer relationships. “We utilize every type of data—contextual data, driving data, behavioral data, and crash data—to forecast driving habits, improve crash notifications and response, evaluate crash dynamics, and detect fraud,” said Gianfranco Giannella, COO, Octo Telematics. As Octo Telematics grew, executives sought to replace a custom-made data platform with a more scalable, next generation data management platform. “We wanted to rapidly expand the footprint of our services,” said Giannella. “We needed a platform that would support a growing volume of telematics and IoT data and enable us to prototype services and products much faster.” Octo Telematics today powers its telematics Internet of Things (IoT) solution with Cloudera Enterprise. The platform stores,
processes, and analyzes data on more than 170 billion miles of driving and approximately 400,000 severe crashes from five million connected cars. In all, Octo adds over 11 billion new data points from connected cars daily to the platform. Internal and external data sources, such as traffic and weather data, are also incorporated to provide additional context. Using machine learning, the company can make more accurate predictions and risk models.

**NOVARTIS** (Novartis): The MapR-based flexible workflow tool is now being used for a variety of different projects across Novartis, including video analysis, proteomics, and meta-genomics. The combined Spark and MapR-based workflow and integration layers allow the company’s life science researchers to meaningfully take advantage of the tens of thousands of experiments that public organizations have conducted, which gives them a significant competitive advantage. One of their areas of drug research, Next Generation Sequencing (NGS) data, requires heavy interaction with diverse data from external organizations such as 1000 Genomes, NIH’s GTEx (Genotype-Tissue Expression) and The Cancer Genome Atlas—paying particular attention to clinical, phenotypical, experimental and other associated data. Integrating these heterogeneous datasets is labor intensive, so they only want to do it once. To solve the first part of this NGS big data problem, the Novartis team built a workflow system that allows them to process NGS data while being responsive to advances in the scientific literature. Although NGS data requires high data volumes that are ideal for Hadoop, a common problem is that researchers rely on many tools that simply don’t work on native HDFS. Since these researchers previously couldn’t use systems like Hadoop, they have had to maintain complicated ‘bookkeeping’ logic to parallelize for optimum efficiency on traditional High Performance Computing (HPC). This workflow system uses the MapR Distribution for Hadoop for its performance and robustness and to provide the POSIX file access that lets bioinformaticians use their familiar tools. Additionally, it uses the researchers’ own metadata to allow them to write complex workflows that blend the best aspects of Hadoop and traditional HPC.
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4 Big Data Management and Processing

Big data management raises numerous research challenges (Jagadish et al. 2014) in different phases of the big data processing and analysis pipeline, including: (a) data acquisition, (b) information extraction and cleaning, (c) data integration, aggregation, and representation, (d) modeling and analysis, and (e) interpretation. The modern trend for scalable storage of massive datasets is by means of a NoSQL store (Catell, 2010) (Davoudian et al., 2018). The exact choice depends on numerous parameters, including the type of data, the data access patterns, the purpose of data processing (read/write, read-only, etc.), as well as any special requirements with respect to the consistency, availability, and partition-tolerance (also known as CAP). Also, the current landscape of big data management comprises multiple frameworks targeting different aspects of big data. One major separating line is drawn between frameworks for batch and real-time processing, although lately some systems have been designed to tackle both cases. In the batch processing domain, Spark (Zaharia et al. 2016) is one of the most popular solutions nowadays with a large and growing user-base, however other solutions, such as Flink (Carbone et al. 2015), are also applicable with success. In particular, Spark has successfully addressed many of the limitations (Doulkeridis & Nørvåg, 2014) of Hadoop, and operates in main-memory by its core abstraction: RDDs (Resilient Distributed Datasets) (Zaharia et al. 2012). In the real-time processing domain, the most notable systems in use today are Storm (Toshniwal et al. 2014) and Flink (Carbone et al. 2015).

This section provides an overview of the state-of-the-art in big data storage and processing, focusing primarily on scalable solutions for mobility data, i.e., spatial but most importantly spatio-temporal data, which is the core topic of Track&Know. Despite the rich literature on management of spatio-temporal and mobility data, only a limited number of research prototypes attempt to address this problem in the context of Big Data, and most of them focus solely on big spatial data (Eldawy & Mokbel, 2016) (Hagedorn et al. 2017), rather than spatio-temporal data. In fact, the majority of developed prototypes extend Hadoop or Spark in order to be applicable for spatial data.

4.1 Big Data Storage and Indexing

Systems that extend scalable storage solutions for multidimensional data have been proposed, most notably MD-HBase (Nishimura et al. 2011), but also solutions tailored specifically for spatio-temporal data, such as Pyro (Li et al. 2015), as well as spatio-textual data, such as ST-HBase (Ma et al. 2013). In all these storage systems the main underlying challenge is to map spatial or spatio-temporal data (2D or 3D) to 1-dimensional values, which are used as keys for storage in key-value based NoSQL storage systems. The mapping is typically achieved using variants of space-filling curves, such as Z-order, Hilbert, or Moore encoding.

Essentially, this mapping is necessary in order to bridge the gap between mobility data and (1-dimensional) key-based NoSQL stores. Based on this mapping to keys, data is distributed, replicated and stored based on partitioning techniques that operate at the level of 1-dimensional key. The challenge is then to translate spatial and spatio-temporal queries to multiple 1-dimensional range scans and discover efficient and scalable processing algorithms.

As several big data storage systems also include a processing engine, they are reviewed in the following subsection on Big Data Processing. Instead, in this subsection, we mainly focus on design choices for the storage layer.

MD-HBase: MD-HBase (Nishimura et al. 2011) encodes multidimensional data in 1-dimensional values using Z-order encoding. This 1-dimensional representation is then used by an index layer as a key for storing data in HBase (the storage layer). In this way, standard multidimensional index structures, such as k-d trees and Quad trees, can be implemented on top of a distributed key-value store. By using the properties of a technique called longest common prefix naming scheme, this mapping of
multidimensional indexes to 1-dimensional ranges is achieved, offering, in turn, the fundamental mechanism for answering point, range, and nearest-neighbor queries.

**Pyro**: Pyro (Li et al. 2015) employs the Moore encoding algorithm, inspired from the Moore space-filling curve, in order to transform (map) spatio-temporal data to 1-dimensional values. Then, range queries are translated to multiple 1-dimensional range scans, which are processed efficiently by means of different optimizations introduced at the storage layer of HDFS, resulting in PyroDFS, and at an extension of HBase, named PyroDB (Figure 3). In addition, a multi-scan optimizer is used to find the best reading strategy from HBase while considering multiple range scans. Also, a new block grouping algorithm is introduced at the level of the Distributed File System, which preserves data locality and improves the efficiency of dynamic load rebalancing. Pyro is shown to outperform MD-HBase by one order of magnitude for rectangular range queries.

**ST-HBase**: ST-HBase (Ma et al. 2013) focuses on spatio-textual data, namely data that combines spatial location with textual description. Typical examples of spatio-textual data include geo-tagged objects, for instance tweets, images, etc. ST-HBase resembles the approach followed by MD-HBase, since it also exploits Z-order to transform spatial data to 1-dimensional values. However, it goes one step further to support combined spatial and textual retrieval, by introducing the functionality of an inverted index and representing keywords along with 1-dimensional values as key in HBase. In this way, textual filtering is supported together with spatial filtering.

### 4.2 Big Data Processing

Lately, several research projects have extended popular parallel data processing platforms, such as Hadoop or Spark, in order to provide customized solutions for big spatial or spatio-temporal data. The most prominent prototypes and systems in this field include Hadoop GIS (Aji et al. 2013), Parallel SECONDO (Lu & Güting, 2013), SpatialHadoop (Eldawy & Mokbel, 2016), AQWA (Aly et al. 2015), ST-Hadoop (Alarabi et al. 2017) (Alarabi & Mokbel, 2017), SpatialSpark (You et al. 2015), GeoSpark (Yu et al. 2016), LocationSpark (Tang et al. 2016), Simba (Xie et al. 2016a) (Xie et al. 2016b), STARK (Hagedorn et al. 2017a), which are reviewed in the following subsections. We also refer to (Hagedorn et al. 2017b)
for a comparative evaluation of big spatial data processing systems. In addition, a brief overview of recent systems built for parallel processing of big trajectory data is presented as a separate subsection.

Table 1: Overview of spatial and spatio-temporal parallel processing frameworks.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Partitioning</th>
<th>Indexing</th>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hadoop GIS</td>
<td>N/A</td>
<td>Global/local indexing (global region indexes, on demand local indexing)</td>
<td>Range queries (box), spatial joins</td>
</tr>
<tr>
<td>Parallel Secondo</td>
<td>N/A</td>
<td>Local indexing using full-featured Secondo DBMS</td>
<td>All those offered by Secondo</td>
</tr>
<tr>
<td><strong>SpatialHadoop</strong></td>
<td>Space partitioning (grid, quad tree), data partitioning (STR, STR+, k-d tree), space-filling curves (Z-order, Hilbert)</td>
<td>Global/local indexing (R-trees, grid files)</td>
<td>Range queries (box), kNN queries, spatial join</td>
</tr>
<tr>
<td>AQWA</td>
<td>Adaptive (based on k-d tree)</td>
<td>N/A</td>
<td>Range queries, KNN queries</td>
</tr>
<tr>
<td><strong>SpatialSpark</strong></td>
<td>Fixed grid partitioning, binary space partitioning, tile partitioning</td>
<td>Pre-built local indexes on HDFS</td>
<td>Range queries, spatial join</td>
</tr>
<tr>
<td><strong>GeoSpark</strong></td>
<td>Grid-based partitioning</td>
<td>Local indexes (R-tree and quad tree)</td>
<td>Range queries, KNN query, spatial join</td>
</tr>
<tr>
<td><strong>LocationSpark</strong></td>
<td>Data partitioning e.g. using quad-tree (based on sampling)</td>
<td>Global/local indexing (global: grid and region quad-tree, local: grid, R-tree, quad-tree, IR-tree)</td>
<td>Range queries, KNN query, spatial join, KNN join, spatio-textual queries</td>
</tr>
<tr>
<td>Simba</td>
<td>STRPartitioner (sampling and STR)</td>
<td>IndexRDD</td>
<td>Range queries, KNN query, distance join, kNN join</td>
</tr>
<tr>
<td><strong>Spatio-temporal</strong></td>
<td>Multi-level temporal partitioning</td>
<td>Temporal hierarchy of spatial indexes at multiple levels of temporal resolution</td>
<td>Spatio-temporal range queries and joins</td>
</tr>
<tr>
<td><strong>ST-Hadoop</strong></td>
<td>Spatial-only</td>
<td>R-trees</td>
<td>Spatio-temporal range queries and joins</td>
</tr>
<tr>
<td><strong>STARK</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STJoins@ESRI</td>
<td>Data (re-)partitioning based on quad-tree decomposition</td>
<td>Equi-sized splitting of complete data set and local quad trees</td>
<td>Spatio-temporal join</td>
</tr>
<tr>
<td>Trajectory</td>
<td>UITraMan</td>
<td>Supports a repartition operator to support different partitioning strategies (including STR)</td>
<td>In-memory: random access RDD using on-heap arrays or using ChronicleMap, an embedded, key-value store</td>
</tr>
<tr>
<td>DITA</td>
<td>Grouping of trajectories based on first and last point, and use of STR for partitioning</td>
<td>Global/local indexing: (global: two R-trees built on MBR of first and last points respectively, local: trie-like index on selected points)</td>
<td>Similarity search, similarity join</td>
</tr>
</tbody>
</table>

4.2.1 Spatial and Spatio-temporal Frameworks

**Hadoop GIS** (Aji et al. 2013) is a large-scale spatial data warehousing system for executing spatial queries in parallel. It is available both as a library and as an integrated package in Hive, thus facilitating ease of use. To support indexing, global indexes are built and replicated on all nodes using Hadoop’s Distributed Cache. Thus, each node can efficiently determine the regions of the space that contain relevant results for the spatial query at hand. Local indexes are dynamically constructed on demand, using main memory. Regarding query types, Hadoop GIS supports range queries and spatial joins.

**Parallel Secondo** (Lu & Güting, 2013) is a hybrid system that is built using Hadoop in order to efficiently process mobility data. It combines Hadoop with a set of single node instances of Secondo database, which has been built for mobility data management and processing. This hybrid coupling is inspired by an earlier attempt, namely HadoopDB, to couple Hadoop with relational DBMSs. Parallel Secondo offers the data types and execution language as a front-end, thus enabling users to express their parallel queries in the same way as sequential queries, while using the features of the execution language.

**SpatialHadoop** (Eldawy & Mokbel, 2015) is an extension of the basic Hadoop implementation developed by the University of Minnesota. It is designed for efficient processing of spatial data, and achieves this by supporting spatial indexing, a feature missing from basic Hadoop. SpatialHadoop utilizes a two-layered spatial index which enables selective access to data by spatial operations. Implemented indexes include R-trees and Grid files. In more detail, SpatialHadoop uses a single global index and several local indexes. The global index maintains information about the data partitions across cluster nodes. The local indexes organize data stored on single nodes. Different partitioning techniques have been studied and evaluated (Eldawy et al. 2015) in the context of SpatialHadoop, including grid and quad tree as space partitioning techniques, STR, STR+ and k-d trees as data partitioning techniques, and Z-order and Hilbert curve as partitioning based on space-filling curves. Also, a spatial MapReduce language called Pigeon (Eldawy & Mokbel, 2014) is also provided as part of SpatialHadoop, thus easing the development of scalable applications that process vast-sized spatial data.
Figure 4: SpatialHadoop system architecture (Eldawy & Mokbel, 2015)

**AQWA** (Aly et al. 2015) is a research prototype system that focuses on adaptive partitioning for big spatial data, with a strong emphasis on query-workload-aware partitioning. In contrast to SpatialHadoop that uses static partitioning, AQWA incrementally updates the partitions based on data changes and the distribution of queries. Experiments demonstrate up to one order of magnitude performance gain compared to SpatialHadoop.

**ST-Hadoop** (Alarabi et al. 2017) (Alarabi & Mokbel, 2017) is an open-source MapReduce extension of Hadoop tailored for spatio-temporal data processing, also developed by the University of Minnesota. Support for spatio-temporal indexing is a core feature of ST-Hadoop. It is achieved by means of a multi-level temporal hierarchy of spatial indexes. Each level corresponds to a specific time resolution (e.g., day, month, etc.). Also, in each level the entire data set is replicated and spatio-temporally partitioned based on the temporal resolution of that particular level. ST-Hadoop supports spatio-temporal range queries, aggregations and spatio-temporal joins.

**SpatialSpark** (You et al. 2015) is a prototype implementation that focuses mainly on efficient processing of spatial join in parallel, although range queries are also supported. For partitioning data to machines, data partition strategies such as fixed grid or kd-tree are employed. SpatialSpark has implemented several spatial indexing and spatial filtering techniques, and it reuses (at the local level) the popular JTS ([https://sourceforge.net/projects/jts-topo-suite/](https://sourceforge.net/projects/jts-topo-suite/)) for spatial refinement, i.e., testing whether two geometric objects satisfy a certain spatial relationship (e.g., point-in-polygon) or calculating a certain metric between two geometric objects (e.g., Euclidean distance).

**GeoSpark** (Yu et al. 2016) is a framework for processing large spatial data. Essentially, it offers a spatial layer built on top of Apache Spark, aiming at providing efficient support for spatial data processing. GeoSpark uses JTS ([https://sourceforge.net/projects/jts-topo-suite/](https://sourceforge.net/projects/jts-topo-suite/)) to create and process geometries in order to support different query types: Range Queries, k-nearest neighbor (kNN), and Spatial Join. It provides a new abstraction named Spatial Resilient Distributed Datasets (SRDDs). Spatial RDDs, such as PointRDD and RectangleRDD, are used in order to effectively partition spatial data to different machines. Partitioning is achieved using a standard, uniform grid partitioning mechanism, and spatial objects that intersect more than one grid cells are duplicated to all cells. Each RDD partition can be indexed local using QuadTree and R-tree indexes. However, global indexing is not supported.
LocationSpark (Tang et al. 2016) is a spatial data processing system developed on top of Spark that supports different spatial operators (e.g., Range, KNN, Spatial Join, KNN Join). It follows the global-local indexing approach, where a global index is used (based on sampling) to partition data to cluster nodes, while local indexes are built for each partition. Different options are implemented in terms of global and local indexes. Global indexing of data partitions is achieved by sampling the data and creating equi-sized partitions. Each partition is locally indexed on each machine using a local index of choice, including grid index, R-tree, quad-tree, or an IR-tree. In this way, data skew can be effectively
addressed. Also, the authors address query skew, by means of a query scheduler that identifies data partitions that are queried by many queries and chooses to reallocate partitions when this cost is affordable. Interestingly, processing of range queries is performed by exploiting a Spatial Bloom Filter that efficiently determines whether a point is contained in a spatial range, thus avoiding the overheads of typical cases for parallel range query processing: (a) replicating points to neighboring partitions, or (b) directing a range query to all overlapping partitions. Experiments report one order of magnitude improvement in performance compared to GeoSpark.

Simba (Xie et al. 2016a; Xie et al. 2016b) is a system for in-memory spatial analytics implemented in Spark. It extends the Spark SQL engine to support spatial query processing and develops an optimizer that can exploit indexes in order to improve the performance of query processing. At a technical level, Simba introduces the concept of IndexRDDs, thus allowing efficient random access in large datasets in memory, thereby avoiding the limitation of linear (in-memory) scan of Spark when accessing RDDs. Simba supports a new partitioning type, named STRPartitioner, which performs random sampling on the input and then runs one iteration of the Sort-Tile-Recursive (STR) algorithm (Leutenegger et al. 1997) in order to determine the partition boundaries. The computed partition boundaries need to be extended in order to cover the space of the complete data set.
In terms of query operators, Simba supports range queries, kNN, distance join, and kNN joins, and introduces new physical execution plans to Spark SQL, in order to efficiently process such spatial queries. This is a notable difference to other systems, such as GeoSpark and SpatialSpark, which are libraries implemented on top of Spark, whereas Simba introduces changes to the kernel of Spark SQL. In this way, cost-based optimization of spatial queries is also provided in Simba. Also, Simba supports multiple dimensions, in contrast to most other systems that are constrained to 2 dimensions. Simba is evaluated against SpatialHadoop and Hadoop GIS and is considerably faster, due to the in-memory processing. Also, Simba is shown to be more efficient than in-memory parallel processing systems, such as GeoSpark and SpatialSpark, because of its indexing and query optimizer which are built inside the query engine of Spark.

**STARK** (Hagedorn et al. 2017a) is one of the few existing solutions targeting big spatio-temporal data. STARK addresses query processing of spatio-temporal data in Spark, whereas other approaches only consider the spatial dimensions. STARK supports spatio-temporal partitioning and indexing using R-trees. Thus, it supports spatio-temporal filtering and join operations. However, the temporal dimension is not treated equally to the spatial dimensions. For example, partitioning in (Hagedorn et al. 2017a) is performed solely based on spatial criteria, and the temporal part of a query is used to filter out triples that do not satisfy the temporal constraint. In essence, the temporal dimension is treated as yet another dimension that can be queried, and it cannot be used for eager pruning of data in the case of a very selective temporal constraint. In summary, STARK handles separately the temporal from the spatial dimension, thus not fully exploiting spatio-temporal correlations present at the data and performs data filtering separately for time and space.

**STJoins@ESRI** (Whitman et al. 2017) presents an algorithm for spatio-temporal join over large spatio-temporal data sets. It is not a complete system of a framework that supports different functionalities, rather the focus is on a specific operation. In the case that one of the inputs is relatively small and fits in memory of cluster nodes, broadcast join is employed, where the small data set is sent to all nodes, whereas the other one is partitioned to the nodes. In the more generic case where both inputs are large, a repartition join algorithm is employed, which is called bin join.

### 4.2.2 Trajectory Management Frameworks

Although several systems and prototypes for the management of trajectory data exist, there is limited work on the management and analysis of big trajectory data.

Only recently, **UITraMan** (Ding et al. 2018) proposes a unified platform for the complete management cycle of big trajectory data. It provides both storage and processing layer for trajectory data. In the storage layer, ChronicleMap is used, an embedded key-value store, which is integrated in the block manager of Apache Spark. In the processing layer, UITraMan employs an enhanced MapReduce paradigm that provides flexible APIs to applications. Interestingly, this is one of the few approaches that target the entire lifecycle of big trajectory data, from data loading and indexing, to processing and analytics. Supported query operators include range queries, KNN queries, aggregation queries. In addition, co-movement pattern mining on trajectory data is also supported, demonstrating the trajectory analytics capabilities of UITraMan.
DITA (Shang et al. 2018) is another recent research prototype that targets in-memory trajectory analytics, also extending Apache Spark. It offers an extended Spark SQL language that facilitate the declarative specification of queries, but also index construction. Furthermore, DITA extends the Catalyst optimizer of Spark SQL in order to optimize trajectory similarity queries, using cost-based optimization. At the indexing level, DITA uses local/global indexes and proposes an approximate representation technique for trajectories based on pivot points. For data partitioning the STR algorithm is used, operating on selected points of trajectories, namely the first and last points of each trajectory. The trajectories are grouped based on their first points, and then each subgroups are created by grouping based on the last points. Then, the global indexing mechanism consists of two R-trees, one constructed on the MBRs of first points and another one constructed on the MBRs of last points. The local indexing is a variant of trie-based indexing which is built on top of the pivot points of trajectories. At the algorithmic/processing level, DITA adopts the filter-and-verification paradigm, in order to efficiently process similarity search and similarity joins. It is shown that pruning can be achieved by specific conditions that can be checked on the global and local indexes.

Distributed trajectory similarity join is also investigated in (Shang et al. 2017), where a two-phase algorithm is proposed that is parallelized and computes for each trajectory other similar trajectories in its first phase. Then, during the second phase, it performs result merging in order to deliver the final result.

4.3 References


5 Big Data Analytics

This section first explains knowledge discovery in big data. Several topics and techniques are discussed. For each case, research papers covering both moderately sized datasets as well as big data are discussed. First, we discuss trajectory ‘clustering’ for a given time period and then consider the problem to discover groups of objects moving together. Next, we focus on sequential pattern mining. Pattern growth algorithms are less computationally expensive the Apriori-based algorithms and better suited to be transformed to versions that allow big data being processed in parallel taking advantage of the MapReduce model. Hot spot analysis discretizes space-time and identifies cells for which a particular attribute takes a statistically significant value. In the mobility domain, the number of moving objects in a space-time cell can be counted and analyzed using the classical Getis-Ord statistic. Ongoing and recent research on finding hot spots in big data is discussed. Future location prediction takes a history of movements (visited location sequences) and tries to predict the sequence of visited locations for a given time horizon. ‘Pattern-based prediction’ is based on the history of sets of moving objects (as opposed to individual histories). We discuss several ways to represent the mined patterns. Predicting object movements on a network from streaming data is of high importance to mobility science (travel guidance). Location prediction is extended to ‘Trajectory prediction’: most related research applies to aircraft movements and is not network bound. Current challenges include the adaptation of the methods discussed for use on big data. Beyond that, the recent concept of predictive queries applied to network bound movements deserves attention because of its relevance to travel guidance. Finally, data may not be available for specific regions. Hence, ‘transfer learning’ comes into play when trying to apply models and model parameters sets in regions different from where they were mined. This is a particularly challenging topic for complex phenomena like urban mobility because they depend on spatially dependent habits.

What follows is a review of methods on complex network analytics. The use of complex networks is briefly introduced and examples from community detection and (information) diffusion are presented. Sample real world problems show the need to study network topology dynamics. Mobility data includes several relations which leads graph theoretical and complex network problem formulations. The example of Individual Mobility Networks (IMN) that can be mined from big data is explained in detail.

This chapter concludes with a discussion on Complex Event Recognition (CER) techniques. CER or event pattern matching applies to continuous data flows origination from several sources. Tools and methods to define and represent complex events are discussed along the processes leading to CER. Main research topics are: event pattern specification, uncertainty handling, the challenges posed by CER in big data streams and techniques for both supervised and unsupervised learning of event patterns. Finally, the importance of CER in big data is illustrated for mobility data (both road based and maritime).

5.1 Knowledge Discovery in Big Data

In this section, several issues related to knowledge discovery in Big Data analytics are discussed. Specifically, related works and state-of-the-art are presented for the core tasks of clustering, sequential pattern mining, future location prediction and trajectory prediction. Additionally, a short literature review is presented for other related tasks and methods, including predictive query processing and transfer learning with mobility data analytics.

5.1.1 Clustering

Location aware devices, such as mobile phones, tablets and automobiles carry numerous networked sensors, which create huge amounts of data that represent some kind of mobility. In addition, the massive participation of individuals on location based social networks will continue to fuel exponential
growth in the production of this kind of data. This enormous volume of data has posed new challenges in the world of mobility data management in terms of storing, querying, analyzing and extracting knowledge out of them in an efficient way.

One of these challenges is cluster analysis. The typical approach is to either transform trajectories to vector data, in order for well-known clustering algorithms to be applicable, or to define appropriate trajectory similarity functions, which is the basic building block of every clustering approach. For instance, CenTR-iFCM (Pelekis et al. 2014) builds upon a Fuzzy C-Means variant to perform a kind of time-focused local clustering using a region growing technique under similarity and density constraints. For each time period, the algorithm determines an initial seed region (that corresponds to the sub-trajectory restricted inside the period) and searches for the maximum region that is composed of all sub-trajectories that are similar with respect to a distance threshold $d$ and dense with respect to a density threshold $\delta$. Subsequently, the growing process begins and the algorithm tries to find the next region to extend among the most similar sub-trajectories. The algorithm continues until no more growing can be applied, appending in each repetition the temporally local centroid. In the same line of research, having defined an effective similarity metric, TOPTICS (Nanni et al. 2006) adapts OPTICS (Ankerst et al. 1999) to enable whole-trajectory clustering (i.e. clustering the entire trajectories), TRACLUS (Lee et al. 2007) exploits on DBSCAN (Ester et al. 1996) to support sub-trajectory clustering, while T-Sampling (Panagiotakis et al. 2012, Pelekis et al. 2010), introduces trajectory segmentation (aiming at temporal-constrained sub-trajectory clustering (Pelekis et al. 2017), by taking into account the neighborhood of a trajectory in the rest of the dataset, yielding a segmentation that is related only on the number of neighboring segments that vote for the line segments of a trajectory as the most representatives. All the above trajectory clustering approaches they are capable of identifying trajectory clusters and their densities but do not tackle the issue of statistical significance in the space-time they take place.

A branch of related works aim to discover several types of collective behavior among moving objects, forming a group of objects that moves together for a certain time period. Among the most related to this work, in (Laube et al. 2005a; Laube et al. 2005b), the authors define various mobility behaviors around the idea of the flock pattern, such as the meeting, convergence and encounter patterns. The discovery of a meeting in a time interval $l$ of at least $k$ timepoints, consists of at least $m$ objects that stay within a stationary disk of radius $r$ during $l$. There are two variants of meetings: either the same $m$ entities stay together during the entire interval (fixed-meeting), or the entities in the meeting region may change during the interval (varying meeting). On the other hand, the convergence pattern describes trajectories that converge to the same location, coming not necessarily from the same origin. Inspired by this idea, the notion of a moving cluster was introduced in (Kalnis et al. 2005), which is a sequence of clusters $\{c_1, \ldots, c_k\}$, such that for each timestamp $i$, $c_i$ and $c_{i+1}$ share a sufficient number of common objects. There are several related works that emanated from the above ideas, like the approaches of convoys, swarms, platoons, traveling companion, gathering pattern (Zheng et al. 2015). There are several other methods that try to identify frequent (thus, dense) trajectory patterns. In case where moving objects move under the restrictions of a transportation network, (Sacharidis et al. 2008) proposed an online approach to discover and maintain hot motions paths while (Chen et al. 2011) tackled the problem of discovering the most popular route between two locations based on the historical behavior of travelers. In case where objects move without constraints, (Cao et al. 2006) proposed a method to discover collocation patterns.

However, all of the aforementioned approaches are centralized and in order to meet with the challenges posed in the Big Data Era, one should think beyond the centralized paradigm and start examining how solutions to such problems could be implemented in a way that would meet with these challenges. A line of research is to adapt well-known solutions to trajectory datasets. In this context, (Deng et al. 2015) introduces a scalable GPU-based trajectory clustering approach which is based on a scalable density-based clustering approach for point data (POPTICS) (Patwary et al. 2013). As to finding flock patterns in large trajectory databases, (Valladares et al. 2013) presented a GPU-based approach.
for finding extremal sets within a family $F$ of $k$ finite sets, which has no restrictions on the input. (Fort et al. 2014) studied the problem of finding flock patterns in trajectory databases and presented some parallel algorithms based on GPU for reporting all maximal flocks, the largest flock and the longest flock. Moreover, (Jinno et al. 2012) attempts to discover frequent movement patterns from the trajectories of moving objects. More specifically, they propose a MapReduce-based approach to trajectory pattern mining using a hierarchical grid with quadtree search in order to identify complex patterns involving different levels of granularity.

(Moussalli et al. 2015) and (Moussalli et al. 2013) presented FPGA- and GPU-based solutions for parallel matching of variable-enhanced complex patterns by stream-mode (single pass) filtering. Both implementations are able to process the trajectory data in a single pass when handing pattern queries with no more than one variable or no wildcards with two or more variables, but result in false positive matches when two or more variable occur in a pattern query alongside wildcards. The parallel solutions can outperform the current state-of-the-art CPU-based approaches by two or three orders of magnitude at certain circumstances and shows very good scalability with regard to pattern complexity. Similarly, in (Lan et al. 2017) a streaming environment is assumed, however, here, a new concept is proposed, that of evolving group pattern that captures the interesting group patterns over streaming trajectories that cannot be captured by the current group pattern detection techniques.

An approach that defines a new generalized mobility pattern is presented in (Fan et al. 2016). In more detail, the general co-movement pattern (GCMP), is proposed, which models various co-movement patterns in a unified way and can avoid the loose-connection anomaly. Further, the GCMP detector is deployed on a modern MapReduce platform (i.e., Apache Spark) to tackle the scalability issue. On the other hand, in (Ding et al. 2018) an efficient and flexible platform for an open-ended range of trajectory data management and analytics techniques, called UltraMan, is proposed. Within this system, the GCMP detector is implemented. Moreover, all the necessary preprocessing tasks that are not covered in (Fan et al. 2016) can be supported efficiently in UltraMan, hence avoiding unnecessary data transfer.

5.1.2 Sequential Pattern Mining

Sequential pattern mining discovers subsequences that appear in a sequence database with frequency no less than a user-specified threshold. A sequence database stores a number of records, where all records are ordered sequences of events, with or without concrete notions of time. Sequential pattern mining is an important data mining problem with broad applications, such as mining customer purchase patterns, identifying outer membrane proteins, automatically detecting erroneous sentences, discovering block correlations in storage systems, identifying copy-paste and related bugs in large-scale software code, API specification mining and API usage mining from open source repositories, and Web log data mining.

This problem was defined as follows: Given a set of sequences, where each sequence consists of a list of elements and each element consists of a set of items, and given a user-specified min_support threshold, sequential pattern mining is to find all frequent subsequences, i.e., the subsequences whose occurrence frequency in the set of sequences is no less than min_support (Agrawal et al. 2014).

Generally, sequential pattern mining algorithms can be categorized into two major classes: Apriori-based approaches and pattern growth algorithms. The first class of algorithms (i.e., Apriori-based approaches) form the vast majority of algorithms proposed in the literature for sequential pattern mining. They depend mainly on the Apriori property, which states the fact that any super-pattern of an infrequent pattern cannot be frequent, and are based on a candidate generation and test paradigm proposed in association rule mining (Agrawal et al. 1993). These methods have the disadvantage of repeatedly generating an explosive number of candidate sequences and scanning the database to maintain the support count information for these sequences during each iteration of the algorithm, which makes them computationally expensive.
To alleviate these problems, pattern growth approach for efficient sequential pattern mining adopts a divide-and-conquer, pattern growth paradigm as follows, sequence databases are recursively projected into a set of smaller projected databases based on the current sequential pattern(s), and sequential patterns are grown in each projected database by exploring only locally frequent fragments (Han et al. 2000). The frequent pattern growth paradigm removes the need for the candidate generation and prune steps that occur in the Apriori-based algorithms and repeatedly narrows the search space by dividing a sequence database into a set of smaller projected databases, which are mined separately.

In the era of Big Data, where huge amounts of data are available, algorithm and implementation of sequential pattern mining has to re-designed and re-implemented under a distributed computing framework as traditional approaches are not designed to handle massive amounts of data. In recent years research has been done for finding sequential patterns in parallel and distributed areas like Hadoop, Grid, Cloud, etc.

In Parallel Transaction Decomposed Sequential Pattern Mining (PTDS) (Wang et al. 2010) transactions are decomposed to mine the sequential patterns and pattern growth approach is greatly accelerated to improve the efficiency of large scale data. First, PTDS sorts the sequences and plan the sequences with identical or similar prefix, which is considered as first transaction of each sequence. The input sequence is split in to two parts one is the first transaction and other is the remaining part of transaction in the sequence. PTDS collects sequences with equal prefix, decompose the prefix and applies serial sequential pattern mining method on the set of subsequences; each one contains the remaining transactions of the raw sequence, and finally merges the mining results together. PTDS is implemented using MapReduce framework on Apache Hadoop environment which greatly accelerate pattern growth approach and improves the performance and efficiency of parallel sequential pattern algorithm on large scale data.

Following collaborative pattern mining for distributed information system (CLAP) (Zhu et al. 2011), mining of data is divided into three parts: first, identify locally important patterns on individual database; second, determine major patterns after combining distributed database into single view; third, find patterns which follow special relationship across different data collection. This algorithm makes use of pattern mining for query processing to satisfy user specified query constraints to discover patterns from distributed databases. In existing system pattern pruning is based on single database, so to solve this problem cross-database pruning concept is used for distributed sequential pattern mining. CLAP encourage pattern discovery in distributed approach where each distributed site carries pattern pruning in collaboration with its peers by employing bloom filter-based pattern switching mechanism. A bloom filter is space efficient data structure which contains k hash functions, and binary array of m bits. Patterns like $x_1,x_2,...,x_n$ can be added into the bloom filter to check whether pattern exist in bloom filter or not by using all $k$ hash functions to map $x_i$ to $k$ positions. CLAP system consists of mainly two parts as one construction of FP-tree and bloom filter for each local site and second CLAP cross database pruning and pattern growth. CLAP only focuses on frequent itemset mining.

Recently, many applications are moved to cloud infrastructure. Sequential pattern mining on cloud (SPAMC) (Chen et al. 2013) adapts is developed for mining sequential patterns on MapReduce model on cloud. SPAMC is a cloud-based version of sequential pattern mining algorithm consisting of two phases: scanning phase, and mining phase. In the scanning phase, high performance is achieved by distributing tasks on multiple computers by using MapReduce programming model to proceed in parallel by distributing sub-tasks to independent machines. Each mapper scans and transforms a partitioned database, and reducers are used to count the frequency of each item and eliminate infrequent items. The bitmap information of frequent items will be stored into a distributed hash table (DHT) that can be accessed in the mining phase. After that, in the mining phase, the sequential pattern mining tasks are processed in parallel by distributed machines. Main task of the mining phase is to construct the complete lexical sequence tree, and then all patterns can be derived. Additionally, to achieve better load balancing, depth first search strategy is used to bring out the steps of sequence
and itemset extension with limited sub-tree depth. This strategy effectively improves the situation like mapper may stand and wait for a long time. In such a context, each MapReduce round will complete two levels of lexical sequence sub tree construction. On the other side, reducers efficiently integrate output results from mappers and do the support counting to generate frequent sequential patterns of the current sub-tree.

5.1.3 Hot-spot Analysis

The data wealth, produced by the proliferation of GPS technology, the widespread adoption of smartphones, social networking, as well as the ubiquitous nature of monitoring systems, contributes to the ever-increasing size of what is recently known as Big spatial (or spatio-temporal) data (Eldawy et al. 2016), a specialized category of Big data focusing on mobile objects. Analyzing spatio-temporal data has the potential to discover hidden patterns or result in non-trivial insights, especially when its immense volume is considered. To this end, specialized parallel data processing frameworks (Alarabi et al. 2017a, Alarabi et al. 2017b, Hagedorn et al. 2017, Tang et al. 2016) and algorithms (Doukeridis et al. 2017, Fang et al. 2016, Whitman et al. 2017, Xian et al. 2016) have been recently developed aiming at spatial and spatio-temporal data management at scale.

In this context, a useful data analysis task is Hot spot analysis, which is the process of identifying statistically significant clusters. However, there is practically no work on hot spot analysis for Big trajectory data. One of the main challenges is focused on discovering hot spots in the maritime domain, as this relates to significant challenging use-case scenarios (Claramunt et al. 2017), such as identifying different types of activities in a region of interest, estimating fishing pressure, environmental fingerprint, etc. Similarly, in the aviation domain the predicted presence of a number of aircrafts above a certain threshold results in regulations in air traffic, while in the urban domain such a presence accompanied with low speed patterns implies traffic congestions. Thus, the effective discovery of such diverse types of hot spots is of critical importance for our ability to comprehend the various domains of mobility.

Hot Spot discovery and analysis is usually based on spatio-temporal partitioning of the 3D data space in cells. The identification of cells that constitute hot spots includes having high concentration of mobile objects and in statistically significant densities. One of these methods is the Getis-Ord statistic (Ord et al. 1995), a popular metric for hot spot analysis, which produces z-scores and p-values. A cell is considered as a hot spot if it is associated with high z-score and low p-value. Unfortunately, the Getis-Ord statistic is typically applicable in the case of 2-D spatial data, and even though it can be extended to the 3-D case, it has been designed for point data.

The problem of Trajectory hot spot analysis can be formulated by taking into account the contribution of a moving object’s trajectory to a cell’s density, which is proportional to the time spent by the moving object in the cell. To this end, the Getid-Ord statistic can be adapted (Nikitopoulos et al. 2018) to capture this approach for the case of trajectory data and the algorithm can be designed for parallel and scalable processing for computing hot spots in terms of spatio-temporal cells produced by grid-based partitioning of the data space under consideration.

Similar approaches can be adapted and applied in the urban environment, especially designed for Big mobility data. Hot spot analysis will be a very important aspect of detecting points of high density, bottlenecks and points of interest, which can be combined with efficient identification of mobility patterns.

5.1.4 Future Location Prediction

The problem of Future Location Prediction (FLP) can be informally described as follows: Given the recent spatio-temporal history of N previous data points of a moving object, i.e., consisting of its time-stamped locations recorded at N past time instances, and an integer look-ahead value L, predict the anticipated future locations of the object for the next L time instances. The main factors for any FLP
algorithm are size of the history (N), the extent of the prediction window (L) and the way these two are combined together in a predictive model.

The FLP problem finds two broad categories of application scenarios. The first scenario involves cases where the moving entities are traced in real-time to produce analytics and compute short-term predictions, which are time-critical and need immediate response. Short-term FLP can be extremely important in domains where safety, adaptiveness and responsiveness out utmost importance and a decision-making process. The second scenario involves cases where long-term FLP is important to identify cases which exceed regular mobility patterns, detect anomalies, and determine a position or a sequence of positions of special interest at a given time interval in the future. In this case, although response time may not be a critical factor per se, it is still crucial in order to identify correlations between historical mobility patterns and patterns that are expected to appear, e.g. approach to a restricted area.

There are two main directions when dealing with the FLP problem: (a) vector-based prediction or the spatial database management approach and (b) pattern-based prediction or the data mining & Machine Learning approach. Each has its own advantages and drawbacks and, most importantly, it is based on different assumptions regarding the data and their organization used as the input.

The vector-based approaches, inspired by the spatial database management domain, aim to model current locations (and perhaps a short history) of objects as motion functions, in order to be able to predict future locations by some kind of extrapolation. In practice, they take into consideration space and time and predict future locations of moving objects within a given time interval using a mathematical or probabilistic model, which aims to simulate the anticipated movement. First- or second-degree physics models of movement are commonly used, employing extrapolation with velocity or velocity and acceleration components, respectively, to estimate the evolution of movement, provided that these can be assumed to be constant in a short-term look-ahead time window.
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Figure 10: The future position of a moving object as the result of a linear motion function.

The constant-speed assumption is also very useful in the development of proper transformations of the input space that enable time-invariant representations, e.g. via the Hough-X transform (Jagadish et al. 1990). Essentially, the evolving position of a moving object remains a stationary point in dual space as soon as it does not change its velocity vector, thus it can be efficiently indexed in a spatial access method. This is the main concept behind the family of predictive query processing techniques for FLP that introduces various state-of-the-art methods including PMR Quadtree (Tayeb et al. 1998; Samet 1990), TPR*-tree (Tao et al. 2003), Bx-tree (Jensen et al. 2004) and STP-tree (Tao et al. 2004).

The pattern-based approaches, inspired by the spatial data mining domain, identify and exploit motion patterns by analyzing historic data of moving objects, i.e., classification models, repetitive patterns, clusters of “similar” movements, etc, based upon a history of movements. An important difference with respect to the vector-based approaches is that in this case the models are built upon the history of movements, not only of the object of interest, but also of the other objects moving in the same
area; therefore, they are able to build better models and use them for addressing the FLP task in a more generic and data-driven way.

Techniques based on Hidden Markov Models (HMM), Neural Networks (NN) and other data-driven approaches have been extensively used to address the FTP problem. (Ishikawa et al. 2004) introduce an algorithm that extracts mobility statistics from indexed spatio-temporal datasets for interactive analysis of huge collections of moving object trajectories. In the maritime domain, (Zorbas et al. 2015) introduce a machine learning model using a NN that exploits geospatial time-series surveillance data generated by sea-vessels, in order to predict future trajectories with real-time constraints with a look-ahead time window of 5 minutes. In a different domain, that of aviation, (Hamed et al. 2013) propose a method for predicting the altitude change of an aircraft within a predefined look-ahead time window of 10 minutes.

There are also pattern-based techniques that are based on association rules or frequent mobility patterns. These include methods like the Mobility Patterns (Yavas et al. 2005), TrajPattern algorithm for pattern groups (Yang et al. 2006), Spatio-Temporal Association Rules (STARs) (Verhein et al. 2006), WhereNext for trajectory patterns (T-patterns)(Monreale et al.2009), as well as state-of-the-art methods in this area like NextLocation (Gomes et al. 2013) and MyWay (Trasarti et al. 2017).

There is also a relatively new category of semantic-aware approaches that involves semantics or enrichments extracted by the surrounding environment, e.g. stops, hot-spots, etc. Then, patterns are built upon this knowledge of enriched spatio-temporal data and then used for predicting the next location(s). As an example, (Ying et al. 2011) are the first who exploit both geographic and semantic features of trajectories. Their approach is based on a novel cluster-based prediction method, which estimates a mobile user’s future location by exploiting frequent patterns in similar users’ behavioral activities.

In other works, a set of motion patterns is exploited for optimally designed ‘codebook’ of motion functions that is used to fit the recent history of an object’s movement and then extrapolate upon them within a specific look-ahead time window. Such an approach is the LeZi-Update adaptive on-line algorithm (Bhattacharya et al. 1999), incorporating dictionary updates as in the Lempel-Ziv algorithm family (Liv et al. 1978) for lossless compression.

5.1.5 Trajectory Prediction

Typically, the trajectory of a moving object is defined as a sequence of spatio-temporal data points of length N, consisting of its time-stamped locations recorded at N past time instances, chronologically ordered. In principle, the spatial dimension D of the data points is arbitrary, but the most common cases are moving objects on a surface (D=2, e.g. maritime or land) and in a volume (D=3, e.g. aviation). Additionally, in order to simulate continuous movements, we usually make an assumption of interpolation in-between two consecutive data points; the most popular is linear interpolation, although other functions may be used as well (B-splines, etc.).

Similarly to FLP, the Trajectory Prediction (TP) task can be informally described as follows: Given the recent history of S previous trajectories of one or more moving objects, i.e., each consisting of its time-stamped data points recorded in the past, predict the anticipated future trajectory of the same or “similar” objects, based on some common reference initialization (e.g. starting point, time frame, region of interest, etc). The main factors for any TP algorithm are size of the history (N) and how it is exploited by a predictive model.

In principle, the TP problem can be approached as a generalization of the FLP problem (Hamed et al. 2013; Theodoridis et al. 2008; Zheng et al. 2015), which is the task of predicting the next spatio-temporal position(s) of a moving object based on its previous track, most commonly in the short-term context (up to few minutes). On the other hand, the TP problem is to predict the anticipated track of the moving object given a set of constraints and/or historic data. A FLP method could be transformed to address the TP problem, given a specific granularity upon which the same method is applied.
iteratively. However, in that case the prediction errors are accumulated with each step (e.g. via multi-step linear regression), thus making the next predicted points increasingly error-prone. In contrast, ‘pure’ TP methods aim to forecast the trajectory itself from the start, thus making each predicted point equally error-prone.

Recently, there has been plenty of work on location and trajectory prediction in the mobility (Pelekis et al. 2014). The proposed approaches include systems-engineering view (Sip et al. 2003) balancing TP accuracy and processing speed, stochastic approaches other than HMM, splitting the flight phases (Gong et al. 2004), collaborative TP via Conflict Avoidance & Resolution (CA&R) (Chen et al. 2011; Matsuno et al. 2015; Vouros et al. 2018), anomaly detection (Di Cicco et al. 2016), etc. Not surprisingly, the vast majority of methods are domain-specific (with most of them in the aviation domain) and this is in order to take advantage of the properties of the moving objects under consideration. The issue of exploiting additional data or enrichments in TP have created the notion of semantic-aware TP or Semantic Trajectory Prediction (STP), which enables better estimations for departure and arrival times and, hence, more robust scheduling and logistics, especially in the congestion points.

During the last few years, there is a mainstream trend of using stochastic models for retrieval, with HMM approach being the most popular (Rabiner et al. 1989), as it has proved its efficiency in modeling a wide range of sequences of observations. In general terms, a system is assumed to have the Markovian property if its future situations depend only upon its current state. Exhibiting high accuracy in modeling sequential data, the HMM approach has given rise to a wide range of applications, such as speech recognition, music retrieval, human activity recognition, consumer pattern recognition, etc. Consequently, it is a clear opportunity to apply them in the domain of mobility data analysis. In the context of trajectory prediction, the flight route and all the associated information (weather, semantic data, etc), are usually encoded into discrete values that constitute the HMM states; then, the trajectory itself is treated as an evolution of transitions between these states, using the raw trajectory data of a large set of flights for training, plus spatio-temporal constraints (locality) to reduce the dimensionality of the problem.

(Ayhan et al. 2016) introduce a novel stochastic approach to aircraft trajectory prediction problem, which exploits aircraft trajectories modeled in space and time by using a set of spatio-temporal data cubes. They represent airspace in 4-D joint data cubes consisting of aircraft’s motion parameters (i.e., latitude, longitude, altitude, and time) enriched by weather conditions. They use Viterbi algorithm (Viterbi 1967) to compute the most likely sequence of states derived by a HMM, which has been trained over historical surveillance and weather conditions data. The algorithm computes the maximal probability of the optimal state sequence, which is best aligned with the observation sequence of the aircraft trajectory. In their experimental study, they demonstrate that their methodology efficiently predicts aircraft trajectories by comparing the prediction results with the ground truth aligned trajectories, with the error being reasonably low for one-hour flights.

Two of the most widely explored approaches in TP is regression and clustering, separately or in combination, some also exploring the use of weather or other data. These include methods based on Generalized Linear Model (GLM) (de Leege et al. 2013), multi-stage clustering (Yang et al. 2015), typical regression-based short/mid-term TP (Krumm et al. 2003; Tastambekov et al. 2014), combination of clustering and Kalman filters (Song et al. 2012), etc. Neural networks have also been used successfully for the climb/vertical TP (Le Fablec et al. 1999) or in relation to the air traffic flows (Cheng et al. 2003) for Estimated Time of Arrival (ETA).

Regarding en route climb TP, one of the major aspects of ATM decision support tools, (Coppenbarger et al. 1999) discusses the exploitation of real-time aircraft data, such as aircraft state, aircraft performance, pilot intent and atmospheric data for improving ground-based TP. The problem of climb TP is also discussed in (Thipphavong et al. 2013) as it constitutes a very important challenge in ATM. In another work by (Ayhan et al. 2016), the authors investigate the applicability of the HMM for TP on only one phase of a flight, specifically the climb after takeoff. A stochastic approach such as the HMM
can address the TP problem by taking environmental uncertainties into account and training a model using historical trajectory data along with weather observations. There are also numerical approaches to the problem of climb-phase TP, e.g. (Hadjaz et al. 2012).

5.1.6 Other Challenges

As described in the previous sections, both FLP and TP problems have been studied extensively in the last few years. Some of the proposed approaches are compatible with Big data applications and some are not. Mobility data are in the core of various Big data modalities and approaches in addressing analytics and predictive modeling tasks in a wide range of contexts. Thus, it is imperative that such approaches are scalable and parallelizable, in order to handle data of very large volume, velocity, veracity and variety.

A more recent approach for addressing predictive modeling tasks via mobility patterns comes from the area of Predictive Queries (PQ) (Hendawi et al. 2012b, Zhang et al. 2012), which is one of the most exciting research topics in spatio-temporal data management. In many location-based services, including traffic management, ride sharing, targeted advertising, etc., there is a specific need to detect and track mobile entities within specific areas and within specific time frames. In Range Queries (RQ), the task is focused on identifying POIs and mobility patterns related to the current locations of moving objects. Instead, Predictive Range Queries (PRQ) address the same task but for future time frames. This is a typical use case in aviation, when one or more airplanes need to be checked in some spatial context in the future, e.g. for proximity (collision avoidance), scheduling (takeoff/landing), airspace sectorization (avoid overload and/or delays), etc.

In the context of PRQ and most commonly in the RQ task, various approaches can be used for checking arrivals/departures of airplanes to/from specific regions of interest, including optimized k-nearest-neighbour (k-nn) variants that employ spatio-temporal index trees. Similarly, a reverse k-nn query can be used to detect moving objects that are expected to have the query region as their nearest neighbour, e.g. for assigning moving objects to their “nearest” tracking node. Indexing can be implemented by very efficient data management structures, such as R-trees (time-parameterized, a.k.a. TPR/TPR*-trees), variants of B-trees, kd-trees, Quad-trees, etc (Hendawi et al. 2012b, Hendawi et al. 2015b). The predictive model itself can be linear or non-linear and it is most commonly based on historical data in the same spatio-temporal context, in the short- or the long-term w.r.t. time frame. The uncertainty of the prediction is addressed by either model-based approaches, which determine a representative model for the underlying mobility pattern, or pure data-driven approaches, which “learn” and index movements from historic data (Zhang et al. 2009).

Another important aspect especially in FLP is the ability to employ such models in streaming data, i.e., using “live” sources of mobility data as they become available. This task can also be addressed by PRQ approaches, more specifically the continuous PRQ algorithms. The difference between a “snapshot” predictive query and a continuous one is that the second can be continuously re-evaluated with minimal overhead and optimal efficiency. As an example, the Panda system (Hendawi et al. 2012a, Hendawi et al. 2015b), designed to provide efficient support for predictive spatio-temporal queries, offers the necessary infrastructure to support a wide variety of predictive queries that include predictive spatio-temporal range, aggregate (number of objects), and k-nn queries, as well as continuous queries. The main idea of Panda is to monitor those space areas that are highly accessed using predictive queries. For such areas, Panda pre-computes the prediction of objects being in these areas beforehand.

Similar approaches exist in various domains, such as the iRoad (Hendawi et al. 2013), which is employed for tracking vehicles in urban areas. More specifically, the system supports a variety of common PQs including point query, range query, k-nn query, aggregate query, etc. The iRoad is based on a novel tree structure named reachability tree, employed to determine the reachable nodes for a moving object within a specified future time T. By employing spatial-aware pruning techniques, iRoad is able to scale up to handle real road networks with millions of nodes and it can process heavy
workloads on large numbers of moving objects. Since flight routes of civilian and cargo flights are also conditioned by various constraints, e.g. by submitted flight plans (aviation domain) or common ship routes (maritime domain), such road-based approaches can be adapted for a wide variety of problems (Jeung et al. 2010, Hendawi et al. 2015b).

In the context of scalability and the Big data aspect, there are very recent and promising approaches such as the UITraMan (Ding et al. 2018), which addresses the scalability, the efficiency, the persistence and the extensibility of such frameworks. More specifically, it extends Apache Spark w.r.t. data storage and computing by employing a key-value store and enhances the MapReduce paradigm to allow flexible optimizations based on random data access. Another approach for PQs in Big data is presented by Panda* (Hendawi et al. 2017), which is a scalable and generic enhancement of Panda (Hendawi et al. 2012a), applied to traffic management. More specifically, Panda* is a generic framework for supporting spatial PQs over moving objects, introducing prediction function when there is lack of historic data, isolation of the prediction calculation from the query processing and control over the trade-off between low latency responses and use of computational resources. For both UITraMan and Panda*, experimental results on large-scale real and synthetic data sets in other domains, which include comparisons with the state-of-the-art methods in this area, show promising results and hints of successful application to the aviation domain too.

It should be noted that there are also other types of PQs, more advanced than the ones presented above, such as the predictive pattern queries (PPQ), which check conditions much more complex than simple presence or not of a moving object within a specific spatio-temporal frame. Such advanced PPQs can be considered as a link between data management and data analytics, which can be very valuable in the context of the aviation domain.

5.1.7 Geographical Transfer Learning and Mobility Data

Most machine learning and data mining methods work on the expectation that the context where the models and patterns were extracted is similar (i.e. has the same dependencies between variables) to the one where we want to deploy them. However, in several problems that is not the case, either because the samples in the two contexts are not homogeneous (e.g. the distributions of some variables are different) or because the data available in the second context is poorer. In such cases, transferring the knowledge from one context to the other can be challenging but also extremely useful, since would avoid the set-up of a completely new analysis process, including expensive data collection and labelling. This problem is called transfer learning, or knowledge transfer, and gained a large attention from the research community the latest years.

Transfer learning has been deeply studied in the general context of machine learning (Pan and Yang 2010, Tsung et al. 2017), yet transferring models across different geographical contexts has been only sparsely explored, especially in relation to human mobility.

Some basic, geography-related example of knowledge transfer is given in (Wei, Zhang and Yang 2010), where mobility-based models for estimating air quality are transferred from a city where there exist sufficient multimodal mobility data and labels to cities with insufficient data. Similarly, (Liu et al. 2017) aim to identify the combinations of landscape metrics (inferred from satellite images) that correspond to the presence of urban villages. The technical issue, here, is that the relations between the two phenomena vary in space due to the presence of different geographical factors, and therefore the models must be adapted to the different contexts;

A common problem is the geospatial transfer of models describing physical or social phenomena, such as house prices and seismic movements, across regions having different variable distributions or correlations, as studied in (Bussas et al. 2017). Similarly, the work by (Jun 2010) deals with the problem of classifying spatial data (specifically hyperspectral data) through spatially adaptive model parameters for Gaussian process models, and presents various solutions to infer the parameters locally to each area.
The work in (Wang et al. 2017) considers a slightly different problem: how to transfer models from one set of mobility modes (taxis and buses) to a different one (ridesourcing cars, like Uber and similar services), although in the same geographical area. The main problem, in this case, is to understand how to map (mobility) features across the different modalities.

Finally, various works try to transfer models (i.e. model parameters) for various kinds of recognition tasks from one place to another one that might show slightly different conditions. An example on human activity recognition across different buildings is provided in (Kasteren et al. 2010).

Despite the various examples discussed above, very little has been done so far on the transfer of complex models, such as trajectory patterns, mobility profiles or mobility forecasting models. This is a challenging and very promising direction of research that Track&Know will pursue.

5.2 Complex Network Analysis in Big Data

5.2.1 Complex Networks

Complex Networks (Newman, 2003) are popular mathematical tools commonly used to describe and analyze interaction phenomena that occur in the real world. Social ties formation, economic transactions, face to face communications, the unfolding of human mobility are examples of events usually described by semantic rich Big Data often investigated using instruments borrowed from Graph Theory. Thanks to such heterogeneous analytical context, during the last decades several problems have been modeled and approached leveraging the framework offered by Complex Networks. Among the network related tasks addressed to extract meaningful information from real data, Community Discovery, Link Prediction, Spreading and Epidemic modeling are certainly the most famous ones.

The concept of a “community” in a (web, social, technological, biological or informational) network is intuitively understood as a set of entities that have some latent factors in common with each other, and thus play a specific role in the overall function of the complex system (Fortunato, 2010). Traditional approaches to discover such mesoscale topologies assume that latent factors drive network connectivity; thus, finding sets of nodes with a high edge density among each other and a low edge density with the rest of the network effectively detects the functional modules of the network. Community discovery is then a network variant of data clustering, where proximity is replaced with edge connectivity. Communities are often used as a pre-processing step to enable complex analysis on top of network structures. For instance, they are often used to relate topological structures with external information — as in (Rossetti et al. 2016) where densely connected sets of Skype/Google+/Last.fm users were used to providing a characterization of the overall service usage.

Since network topologies are expected to change as time goes by, forecast the appearance and vanishing of the entities (nodes as well as edges) composing them represents a crucial task to address. In this scenario, Link Prediction (Liben-Nowell et al. 2007, Lu et al. (2011)) focuses on the analysis of network historical data to provide insights on the future evolution of the network topology. Several Link prediction methodologies where proposed with the aim of identifying future friendships in social graphs (Jalili et al. 2017), collaborations in scientific/professional networks, interactions in protein-protein networks as well as future co-locations of individuals (Wang et al. 2011).

Indeed, generally, a dynamic process can describe not only graph topology perturbation but also the diffusion of some kind of content upon such complex structure. Commonly, when we use the word “spreading” we think to contagious diseases caused by biological pathogens, like influenza, measles or sexually transmitted diseases. However, a plethora of phenomena can be linked to the concept of epidemic: the spread of computer viruses (Szor 2004), the spread of mobile phone virus (Wang et al. 2013), the diffusion of knowledge, innovations, products in an online social network, etc. Several network models were designed to approach the complex task of modeling and forecasting diffusive phenomena, often leveraging data-driven analysis of real-world phenomena. As an example, in
(Bakshy et al. 2012) the authors examine the role of information diffusion in the sharing habits of 235 million Facebook users. They study the role of weak and strong ties in information diffusion showing that the propagation of novel information is mostly due to the abundance of weak ties. The authors of (Leskovec et al. 2007) studied a corpus of weblogs (composed by 45,000 blogs and 2.2 million blog-posting) for two months. In their paper, they show that blog posts do not have bursty behavior and that post popularity drops as a function of time. In (Cha et al. 2009) a Flickr dataset of 33 million photos marked as “favorite” from 2.5 million users of the service is analyzed. The authors observed that most of the markings do not spread widely throughout the network: even the more popular photos have limited popularity outside the immediate neighborhood of the original uploader.

Indeed, both network topological dynamics – as the ones studied by Link Prediction approaches – and dynamics that occur on top of network structures are often interdependent. Such dualism has lead in recent years to the rising of the dynamic network analysis field (Holme et al. 2012). In a dynamic scenario, all the network problems defined and studied on top of static data are extended to allow a fine-grained time-aware analysis. Community Discovery, as an example, is revised to tracking network substructures as time goes by (Rossetti et al. 2018): such life-cycle analysis allows not only to profile group of entities involved in a networked structure but also to understand how their profile changes as the phenomenon the network describe evolves.

5.2.2 Mobility Data Analysis with Networks

The massive amount of mobility data available from different sources requires intensive analysis in order to extract useful models and patterns. The challenge is not only the computational aspect, but also the representation of this data in a meaningful and semantically rich way allowing classical and new methodologies algorithms to be applied. In particular the network (or, equivalently, graph) representation of this data gives a flexible way to define relations (edges) among basic concepts (nodes).

In literature we can consider three different approaches considering what the nodes represent.

the first class of works has the users as nodes (Hossmann et al. 2011; Wang et al. 2011), in both the cases the edges are weighted links representing the spatio-temporal co-location of them, i.e. the possible contacts, and the authors uses this graph to discover communities of users, connectivity measures and to predict future social ties.

The second approach has user’s locations as nodes and the edges represent the trips between them (Gonzalez et al. 2002; Rinzivillo et al. 2014) – the link weight being proportional to the frequency of the trip. In this case the main analytical objectives are finding spatio-temporal regularities and patterns in user mobility or classify the purpose of the user’s visit.

Finally the third approach, the most used one, is to consider global locations as nodes. In this case, current analysis methods in the literature follow various different ways of defining edges between such nodes:

- A link if there is an Infrastructure (e.g. streets, railways, etc.) connecting the locations;
- A link if there is a collective service (i.e. taxi, bus, etc) connecting the locations;
- Weighted links representing the number of users moving between the two locations.

These different ways of building the graph are used for a large variety of analytical objectives, which include: trips simulation (Tian et al. 2002), evaluating the resilience of the road/transport network (Woolley-Meza et al. 2011) and simulating diseases spreading (Brockmann et al. 2009) for the first group; studying network and traffic evolution (Xia et al. 2018) and detecting traffic anomalies (Chawla et al. 2012) for the second group; inferring communities of locations (Brilhante et al. 2012), optimizing traffic (Zhang et al. 2018), comparing the structure of cities (Saberi et al. 2017), inferring new local borders within a country (Thiemann et al. 2010) and nowcasting air quality (Zheng et al. 2013) for the case of weighted links.
A sample analysis framework of particular interest for the study of mobility at the level of single individuals is the work in (Rinzivillo et al. 2014), where the Individual Mobility Networks (IMNs) are defined. IMNs describe the individual mobility of an individual through a graph representation of her locations and movements, grasping the relevant properties of individual mobility and removing unnecessary details. Formally, the Individual Mobility Network of an individual $u$ is a directed graph $G_u = (V, E)$, where $V$ is the set of nodes and $E$ is the set of edges. On nodes and edges the following functions are defined:

- $\omega : E \rightarrow \mathbb{N}$ returns the weight of an edge (i.e. the number of travels performed by $u$ on that edge);
- $\tau : V \rightarrow \mathbb{N}$ returns the time spent by the individual in a given location;
- $pe : E \times T \rightarrow [0, 1]$ estimates the probability $pe(e, t)$ of observing an individual $u$ moving on edge $e$ at time $t$;
- $pl : V \times T \rightarrow [0, 1]$ estimates the probability $pl(v, t)$ of observing an individual $u$ at location $v$ at time $t$.

Nodes represent locations and edges represent movements between locations. We attach to both nodes and edges statistical information by means of structural annotations: edges provide information about the frequency of movements through the $\omega$ function; nodes provide an estimation of the time spent in each location through the $\tau$ function. To clarify the concept of IMN, let us consider the network in Figure X. It describes the IMN extracted from the mobility of an individual who visited 19 distinct locations. Location “a” has been visited a total of 18 time units (days in the example), i.e. $\tau(a) = 18$. The edge $e = (a, b)$ has weight $\omega(e) = \omega(a, b) = 20$, indicating that the individual moved twenty times from location a to location b.

Figure 11: The IMN extracted from the mobility of an individual. Edges represent the existence of a trip between two locations. Function $\omega(e)$ is the number of trips performed along edge $e$, $\tau(x)$ the total time spent in location “$x$”.

In (Rinzivillo et al. 2014) the analytical objective is to build a classifier for the purpose of the visits of a user. This work demonstrated that abstracting the mobility data of the user from the geography provided a suitable representation layer for performing a classical data mining task to discover semantically rich models and patterns. Also, the work exploited the explicit relations encoded in each network, which allow, for instance, to propagate information from one node to the others (in the specific application, the activities performed in a location have an impact on the activities performed in adjacent [in terms of network topology] locations).
5.3 Complex Event Recognition in Big Data

Complex Event Recognition (CER) — event pattern matching — applications detect various events of interest in continuous, high-velocity data flows originating from a multitude of distributed sources, by timely providing responses to complex queries. CER plays an important role in Track & Know project, aiming to allow for real-time intelligence in the big data analytics toolbox that will be developed in the project. We review the state-of-the-art in CER with respect to key objectives related to research and development in Track & Know. We begin with an overview of the main CER languages and formalisms, including a brief description of representative systems for each such formalism and their ability to handle the variety of big data. We next discuss uncertainty handling in CER, crucial for addressing the lack of veracity of such streams and continue with important issues related to scaling CER systems to the volume and velocity of big data. We also present some existing techniques for machine learning event patterns from data and conclude with a discussion of CER approaches for mobility applications, which are highly relevant to Track & Know project.

5.3.1 Event Pattern Specification languages

In principle, an event is any time-stamped piece of information. CER systems accept as input simple events, i.e. non-decomposable event occurrences, and they recognize complex events, i.e. event patterns of special significance, which are defined in terms of simple events and potentially other complex events and contextual knowledge. A variety of languages and formal methods for CER have been proposed in the literature - see (Artikis et al. 2012; Cugola and Margara 2012; Artikis et al. 2017) for overviews. Existing approaches have been developed within the database, distributed systems, and artificial intelligence communities. They all have a common goal - express event patterns and match such patterns in the input data - but due to the diversity of their origins, they differ in their architectures, data models, pattern languages, and processing mechanisms.

One family of CER systems relies on automata-based approaches. Event patterns in such systems are compiled into some form of automaton, such as non-deterministic finite automata (NFA) (Mozafari et al. 2013) or finite state machines (FSM) (Schultz-Møller, Migliavacca, and Pietzuch 2009). Such representations are used to provide the semantics of the event pattern language, as well as an execution framework for the event recognition task. Examples of such systems include Cayuga (Brenna et al. 2007), SASE (Mozafari et al. 2013), SASE+ (Zhang, Diao, and Immerman 2014) and TESLA (Cugola and Margara 2010). Some of these approaches use automata both as an event pattern specification formalism and as an execution framework for event recognition (Brenna et al. 2007; Mozafari et al. 2013; Zhang, Diao, and Immerman 2014), while others use an ad-hoc event pattern specification language and then translate such patterns into an automata-based representation, which is eventually used for event recognition (Cugola and Margara 2010). Automata-based methods are well-suited for CER, since they are able to match event sequences in an input string, similarly to strings of characters recognized by regular automata. However, CER automata are more powerful than traditional finite state automata that recognize regular expressions, since they operate on rich event representations consisting of attributes, relations, and constraints, they are capable of storing previously observed events in registers, to allow for temporal reasoning between events and they produce output rather than simply deciding whether a string is matched or not.

Another family of CER systems relies on tree-based models. In a tree-based event pattern, leaf nodes in the tree represent event attributes and inner nodes represent event operators, where an operator node is parent to two or more attribute nodes or other operator nodes, thus defining a hierarchy of event operators. Event operators may include e.g. sequencing, negation, conjunction, disjunction, Kleene closure (iteration) etc. Realizations of such models for event pattern specification are ZStream (Mei and Madden 2009) and Esper2. The recognition process in tree-based systems is based on

---

2 http://www.espertech.com/esper/
assigning buffers to all nodes in the tree. For leaf nodes, these buffers store the input events as they arrive, whereas the buffers of non-leaf nodes store intermediate results that are assembled from sub-tree buffers. To perform even recognition, tree-based CER models start from the leaves of the tree where the input data are loaded, and they traverse the tree in a bottom-up fashion assembling match results based on the semantics of the event operators in the tree.

A third family of CER systems are logic-based. They are characterized by a formal semantics expressed in some form of logic, in contrast to other types of CER systems that often present an informal or procedural semantics (Artikis et al. 2012). In some cases, logic-based CER systems encode rules using logic programming and use inference to detect complex events (Anicic et al. 2011). Prominent logic-based approaches are based on chronicle recognition (Dousson and Maigat 2007) and the event calculus (Artikis, Sergot, and Paliouras 2015). Chronicle recognition relies on temporal logic and encodes event occurrences using logical predicates that define the time of occurrence and the content (attributes) of each event. Complex events are defined starting from primitive ones linked together with contextual and temporal constraints. Event calculus builds on fluents, which are properties that have different values at different points in time. In event calculus-based CER approaches, an event specification consists of rules that define the event occurrences, the effects of events, and the values of fluents.

Logic-based approaches have a number of important advantages as compared to automata-based and tree-based formalisms. In addition to their formal declarative semantics, they also allow to express and reason with complex relations between events and utilize rich domain knowledge in the recognition process. On the other hand, non-logical CER approaches are in general more efficient than logic-based ones. This is not the case with RTEC (Artikis, Sergot, and Paliouras 2015), a recent, event calculus-based CER engine, which relies on reasoning over time intervals, windowing techniques and several other runtime optimizations to scale to massive data volumes and compete in efficiency with non-logical CER approaches.

5.3.2 Uncertainty Handling in Complex Event Recognition

CER systems operate on noisy data streams. In addition to data uncertainty (e.g. missing, or erroneous input), due to the lack of veracity in big data streams, an additional source of uncertainty in CER is pattern uncertainty, i.e. cases where the employed complex event patterns are imprecise or incomplete. The ability to handle erroneous and uncertain input, as well as uncertain event patterns is an important aspect of CER research. A number of CER techniques that can handle uncertainty have been proposed, based mainly on automata, probabilistic graphical models and logic (Alevizos et al. 2017).

Automata-based approaches are usually probabilistic versions of crisp CER systems. For instance, in the probabilistic version of SASE, the goal is to recognize complex events with some probability, via considering alternative “event histories” and calculating a probability for a complex event based on the number of such histories that actually result to the recognition of the complex event and those that do not. Lahar (Ré et al. 2008) is another automata-based approach, in particular, a probabilistic version of the Cayuga CER engine. Lahar handles uncertainty via modelling events by first-order Markov processes, thereby being capable of probabilistic complex event recognition.

Another line of research is based on probabilistic graphical models, with Markov Logic Networks (MLN) being the most prominent example of using such approaches for CER (Alevizos et al. 2017). Complex event patterns in MLN are represented as weighted first-order logic formulæ. Patterns with larger weights are “stronger”, while patterns with smaller weights express conditions that are unlikely, but not impossible. Given a set of constants (representing e.g. time-stamps and event attributes) the formulæ of an MLN specify a ground Markov network and standard inference methods from the field of probabilistic graphical models may be used to recognize complex events (Tran and Davis 2008; Liu, Deng, and Li 2017; Skarlatidis, Paliouras, et al. 2015). Other probabilistic graphical models-based formalisms have been used in a CER context as well. For instance, in (Cugola et al. 2015), the authors
present an approach where the logical event pattern specification language of the TESLA CER system is embedded into a probabilistic framework based on Bayesian networks. In the field of logic programming, the ProbLog language, a probabilistic version of Prolog has been used as a basis for specifying uncertainty-handling event specifications (Skarlatidis, Artikis, et al. 2015).

5.3.3 Complex Event Recognition in Big Data Streams

Scaling CER systems to massive, high-velocity data streams is an important research topic in the event processing community. A comprehensive survey of related methods and techniques may be found in (Flouris et al. 2017). Such techniques seek to optimize the event recognition task w.r.t. a number of performance metrics, the most important of which are throughput, i.e. the number of events processed by time unit, as well as recognition time. In addition to these metrics, used mainly in cases where the entirety of the data is delivered to a single processing node, approaches based on parallel or distributed CER try to balance the cost of communication between processing nodes and the detection latency, i.e. the time between the occurrence of a complex event and its detection from a central node whose role is to continuously monitor a multitude of geographically distributed streams. Finally, memory management is another important aspect of optimizing CER systems for processing big data streams.

In centralized approaches the goal is to achieve high throughput with low recognition time and a small memory footprint. To this end, a number of techniques are utilized in an attempt to cope with the volume and velocity big data event streams. The most important of these techniques are query rewriting, predicate-related optimizations and memory management. Query rewriting is an optimization technique that allows a suboptimal query expression to be rewritten in a form that is more efficient to execute. The goal is for the rewritten query to produce exactly the same results as the original one, while exhibiting improved performance w.r.t. the optimization objectives. Most approaches to query rewriting use a set of operators that allow to translate an event pattern into a semantically equivalent form, which allows for more efficient execution. Predicate-related optimizations use early event predicate evaluation to optimize the execution of queries for matching event patterns on the input stream. This is achieved by properly partitioning the input stream and filtering the selected events that will actually be part of complex event detection based on the query. Memory management techniques focus on optimizing event buffers by e.g. removing pieces of information stored multiple times across different buffers. We refer to (Flouris et al. 2017) for a detailed presentation of such techniques.

The aforementioned techniques for scaling-up the CER process are generic, i.e. applicable to all CER approaches discussed earlier in this section (i.e. automata-based, tree-based or logic-based). In addition to such generic techniques, different CER approaches use special techniques to further increase their efficiency. For instance, automata-based approaches, which typically use non-deterministic automata, need to store at runtime all possible candidate runs, where each run depends on non-deterministic choices such as ignoring or consuming an event, and different runs result in different outputs. The maintained set of runs rapidly becomes very large (Zhang, Diao, and Immerman 2014), since it grows exponentially with the number of events in the temporal window under consideration. To cope with that, automata-based systems store the set of candidate runs in a compressed form, by e.g. factoring-out commonalities between different runs (Mozafari et al. 2013), or storing only so-called maximal runs from which other runs can be efficiently computed (Zhang, Diao, and Immerman 2014). Logic-based CER systems also resort to specialized techniques to tame the complexity of logical inference mechanisms, by e.g. translating rules into more efficient structures to perform incremental recognition as new events become available. Examples include temporal constraint networks (Dousson and Maigat 2007) and automata (Cugola and Margara 2010). Limiting the scope of inference via windowing techniques is also used in logic-based approaches, such as RTEC (Artikis, Sergot, and Paliouras 2015). Specialized techniques towards enhancing performance are also used to scale-up probabilistic CER systems, where the event recognition task is typically harder than in crisp CER systems. An overview of such techniques may be found in (Flouris et al. 2017).
Distributed CER consists of two main approaches. The first is to centralize the monitoring of the stream and distribute the complex event processing to multiple sites, as proposed in (Schultz-Møller, Migliavacca, and Pietzuch 2009). The second is to distribute the monitoring of the stream to multiple sites (where each site receives one input stream) and centralize the processing effort, as proposed by (Akdere, Çetintemel, and Tatbul 2008). The first of these approaches seeks to improve throughput, as well as memory management. Optimizing throughput is achieved thanks to the fact that the total number of input events is distributed across multiple nodes, thus overall the system processes more events per time unit. Memory management is also improved in this processing model, since distributed processing allows for dealing with larger time windows. In the second approach to distributed CER (Akdere, Çetintemel, and Tatbul 2008) multiple input event streams are received at multiple sites and a coordinator node communicates with all sites to detect complex events. In this strategy the goal is to optimize the tradeoff between the latency in detecting complex events and the cost of communicating with the coordinator node. An example of such an approach is presented in (Akdere, Çetintemel, and Tatbul 2008), where the authors use pareto-optimality theory to generate monitoring plans for the distributed processing that conform to particular communication cost and latency constraints.

5.3.4 Machine Learning for Complex Event Recognition

Manual authoring of complex event patterns is a difficult task that requires significant effort. Moreover, event patterns need frequent updating to cope with the drifting nature of streaming data. Therefore, machine learning techniques that are able to extract event patterns from data, or revise existing ones as new observations become available are highly desirable. Both supervised and unsupervised techniques have been employed to automatically construct and adapt event definitions. Widely used unsupervised learning techniques include frequency-based analysis of sequences of events (Vautier, Cordier, and Quiniou 2007), or clustering of such sequences (Lee and Jung 2017). Such approaches are promising for discovering unknown events but are limited to propositional learning, therefore they cannot be used to learn complex event patterns expressing relations between events or attributes thereof. Moreover, these techniques are hard to adapt towards learning the structure of complex events that are not frequent in the data – for instance in cases where the goal is to learn event patterns of abnormal behaviour.

A few approaches to supervised learning of complex event patterns have been proposed. In (Margara, Cugola, and Tamburrelli 2014) the authors propose a combination of techniques for learning patterns in the TESLA language (Cugola and Margara 2010), however, their approach is relatively ad-hoc, it is hard to evaluate in more mainstream machine learning settings and has limited support for the incorporation of background knowledge in the learning process. In (Mousheimish, Taher, and Zeitouni 2017) the authors use an existing method for shapelet learning (extracting patterns from time-series data) and propose a technique for temporally combining the extracted shapelets to form event patterns over multiple streams. Patterns learnt with this approach have limited expressive power, while background knowledge is also hard to utilize.

A common feature of all the above-mentioned techniques is that they assume a batch learning setting, where the training data are available before learning begins and the generated models cannot be updated in the face of new data that stream-in. Given the streaming nature of big data flows in CER, machine learning techniques for learning complex event patterns must be capable of learning in an online fashion.

A different line of work towards machine learning of event patterns has been put forth in logic-based CER approaches. Using logical formalisms as a basis for CER allows access to well-established machine learning techniques from the fields of Inductive Logic Programming (ILP) (Raedt 2008) and Statistical Relational Learning (Raedt et al. 2016), which allow to learn patterns expressing arbitrarily complex relations and constraints between events and event attributes, while easily utilizing rich domain knowledge in the process. For instance, in (Carrault et al. 2003) the authors use an off-the-shelf ILP
system to learn complex event patterns in the chronicle formalism (Dousson and Maigat 2007). Moreover, online learning techniques have been proposed in event calculus-based CER approaches (Katzouris, Artikis, and Paliouras 2016; Michelioudakis et al. 2016).

5.3.5 Complex Event Recognition for Mobility Data

CER techniques are becoming increasingly important in a wide range of applications involving mobile objects, where real-time situational awareness is a requirement. Traffic/transport monitoring in intelligent transportation systems (Dasarathy 2011) is a prominent application domain. To give but a few examples, in (Terroso-Saenz et al. 2012) the authors use sensor data from a vehicular network, in addition to environmental and weather data to detect different levels of traffic jams with an event processing methodology, while in (Michelioudakis, Artikis, and Paliouras 2016) data from on-vehicle sensors and sensors mounted on road segments are used to learn complex event patterns for the early detection of traffic jams. In (Terroso-Saenz et al. 2015) a CER-based approach is proposed that allows to detect interesting situations related to the passengers’ comfort and security, from data originating from sensors installed in different parts of the vehicle. Related approaches are presented in (Artikis et al. 2013, 2014), where the authors propose CER-based techniques towards the detection of events related to congestion and quality of service in intelligent transport management applications.

Maritime surveillance is another CER application domain related to mobility data. In (Patroumpas et al. 2017) the authors propose a system for online monitoring of maritime activity over streaming positions from numerous vessels sailing at sea. The system employs an online tracking module for detecting important changes in the evolving trajectory of each vessel across time, and thus can incrementally retain concise, yet reliable summaries of its recent movement. In addition, thanks to a CER module, this system is also capable for offering instant notification to marine authorities regarding emergency situations, such as suspicious moves in protected zones, or package picking at open sea. A related approach is put forth in (Boubeta-Puig et al. 2012) where the authors propose a CER-based methodology for detecting vessel communication hijacking or failure, engine malfunction or ship collision. In (Terroso-Saenz, Valdés-Vela, and Skarmeta-Gómez 2016), CER is used to detect illegal and/or dangerous activities in the maritime domain, such as collisions, smuggling or human trafficking.

Distributed processing is of utmost importance in mobility-related applications, such as those addressed in T&K. In such applications, massive data volumes are collected at different sites (e.g. moving vehicles) and much of the processing needs to take place in situ, since moving data around for centralized analysis incurs excessive communication costs. Equally important is the development of machine learning techniques for extracting and updating interesting complex event patterns from data, in order to e.g. discover abnormal mobility patterns, which domain experts have not yet identified. The requirement is for distributed, online machine learning, capable of handling the volume and velocity of data streams in mobility-related applications.
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6 Big Data Visualization and Visual Analytics

The main idea of Visual Analytics (VA) is to develop knowledge, methods, technologies and practices that exploit and combine the strengths of human and electronic data processing (Keim et al. 2008a). Visualization is the means through which humans and computers cooperate using their distinct capabilities for the most effective results. Visual analytics is “the science of analytical reasoning facilitated by interactive visual interfaces” (Thomas & Cook, 2005a, p. 4), which focuses on developing human-computer methods and procedures for data analysis, knowledge building, and problem solving (Keim et al. 2010a). Visual analytics leverages methods and tools developed in other areas related to data analytics, particularly statistics, machine learning and geographic information science (Andrienko & and Andrienko, 2012a). Visual analytics tools address the complex task of presenting multi-dimensional information in several displays of interactive 2D projections. The main components of a VA tool consist of a set of selectors and aggregators in a combination with visual facilities to drill down into the available information and to maintain synchronized displays.

6.1 Visual Analytics for Big Mobility Data

The content of this section is based on (Andrienko & and Andrienko, 2012a), Andrienko et al. (2017) (Andrienko et al. 2017a) and (Andrienko et al. 2016c). Most of the text below was taken from these papers and only slightly adapted.

6.1.1 Transportation Data

(Andrienko et al. 2017a) focus on (i) data, (ii) movements and people behavior, and (iii) modeling and planning.

Data and Data transformations

The proposed data typology distinguishes spatial events (bound to a certain location and lasting for a limited time), trajectories (chronologically ordered records describing position of a moving object) spatially referenced time series (chronologically ordered sequences of values of time-variant thematic attributes associated with fixed spatial locations or stationary spatial objects). Trajectories are either quasi-continuous (when it is possible to plausibly estimate intermediate positions) or episodic (in the extreme case only the origin and destination of the trajectory are known). A set of interesting representation methods for the different types can be found in (Andrienko et al. 2017a).

![Image of data transformations](image_url)

Figure 12: The principal transformations applicable to movement data, depending on the task/analysis goal (taken from (Andrienko et al. 2017a)).

A summary of possible transformations between the spatiotemporal data types is presented in Figure 12. The left part of the diagram shows the tight relationships between spatial events and trajectories.
In fact, trajectories consist of spatial events: each record in a trajectory of an object represents a spatial event of the presence of this object at a specific location at some moment in time.

Other transformations may be beneficial for particular tasks. For example, (Chu et al. 2014a) transform trajectories of taxis into sequences of the names of the traversed streets and apply text mining methods for discovery of “taxi topics”, i.e., combinations of streets that have a high probability of co-occurrence in one taxi trip.

Andrienko et al. (2017a; 2017b) present an overview of visual representations and interactive techniques for detailed exploration of following classes of data: (i) individual movements, (ii) sets of taken routes, (iii) movement dynamics along a particular route, (iv) sets of origin-destination pairs, (v) collective movement over a territory, (vi) events (including extraction of events), (vii) contextualized movement (e.g. by integrating with meteorological data), (viii) impacts and risks (e.g. exposure to pollutants which is also a form of contextualizing).

**Movement and people behavior**

VA provides tools to investigate the use of transportation means by people. The existing techniques analyze the spatial and temporal patterns and trends, reveal behavioral differences between user groups, and relate the use of transport to the spatial and temporal context and people’s activities. Human mobility behaviors over public transit systems are commonly explored to identify commute patterns and reveal behavioral differences. For example, (Wood et al. 2011a) and (Beecham & Wood, 2014a) visualize and analyze the dynamic patterns of a bicycle hire scheme in London.

(Laharotte et al. 2015a) used Bluetooth detectors in Brisbane to create B-OD matrices to describe the dynamics of a subpopulation of vehicles to characterize urban networks. van der Hurk et al. (Hurk et al. 2015a) present a methodology for extracting passenger routes based on smart card data from the Netherlands Rail System. (Kieu et al. 2015a) explored the use of smart card data for passenger segmentation.

(Kruger et al. 2013a) develop an interaction technique, TrajectoryLenses. Complex filter expressions are supported by the metaphor of an exploration lens, which can be placed on an interactive map to analyze geospatial regions for the number of trajectories, covered time, or vehicle performance. Another work by Kruger et al. (2015a) enriches the trajectories of the scooter users with semantic information concerning the visited places to infer users’ activities and travel purposes. Semantic insights of points of interest are discovered from social media services. The uncertainties in time and space, which result from noisy, imprecise, and missing data, are visually analyzed by the geographic map view and a temporal view of OD patterns.

**Mass mobility**

The works described in this subsection deal with analyzing people’s collective mobility behavior, i.e., mass movements. This includes routine daily and weekly patterns as well as anomalies due to extraordinary events.

Von Landesberger et al. (Landesberger et al. 2016a) present an approach to explore daily and weekly temporal patterns of collective mobility, where the source data are episodic trajectories of people reconstructed from georeferenced tweets or mobile phone use records. The trajectories are aggregated into flows between territory compartments by hourly intervals within the weekly time cycle.

(Beecham et al. 2014b) present a technique for automatically identifying commuting behavior based on a spatial analysis of cyclists’ journeys. They use visual analytics to compare the output of various workplace identification methods to explore data transformations and present insights to analysts in order to develop origin-destination theories of commute patterns.
(Ma et al. 2016a) also develop methods for studying urban flow. This work uses cell phone location records to approximate trajectories across a city, and flow volumes, links, and communities of users are visualized to help analysts identify typical patterns of movement within the city.

Similarly, work by Yang et al. (Yang et al. 2016a) focuses on identifying human mobility hotspots based on mobile phone location data from Shenzhen, China.

Yang et al. applies kernel density estimation and clusters identified hotspots based on the temporal signatures to identify spatial locations with high travel demand.

Work by (Chae et al. 2014a) develops a visual analytics framework for exploring public behavior before, during, and after disaster events. This work utilizes geographically referenced Tweets to create movement trajectories during disasters to identify evacuation flows. Interactions allow users to drill down into the data to also look at the underlying discourse occurring around the movements. Infrastructure data, disaster data (such as hurricane tracks), and Twitter data are all provided as map overlays in order to enable decision support and analysis.

**People’s activities and interests**

In order to understand the current use of transportation systems and plan for expansion and development, it is helpful to understand the reasons why people travel, i.e., the activities and interests related to traveling. Recent work by Andrienko et al. (Andrienko et al. 2016a) presents a procedure for obtaining data similar to personal daily mobility diaries. Such a diary reports what places were visited by a person during a day, at what times, and for what purposes. The presented procedure aims at extracting similar information from long term sequences of spatio-temporal positions of people, which may come from georeferenced tweets or from mobile phone use records. From these sequences, the proposed procedure extracts repeatedly visited personal and public places along with the times these places were visited within the daily and weekly cycles. An interactive interface involving techniques for multi-criteria evaluation and ranking supports assignment of probable meanings (‘home’, ‘work’, ‘eating’, ‘shopping’, etc.) to subsets of places based on visit times and information about the land use or point of interest categories at these places. The analysis is done in a privacy-respectful manner without accessing individual data.

**Modeling and planning**

This section reviews research in visual analytics concerned with traffic modeling and transportation planning. This includes the derivation of models from data, applications of traffic forecasting and simulation models, transportation scheduling, and the exploration of decision options.

There is a series of works showing how predictive models of vehicle traffic can be derived from historical data consisting of a large number of vehicle trajectories (Andrienko & Andrienko, 2013b), (Andrienko et al. 2015a), (Andrienko et al. 2016b). The approach is based on spatial abstraction and aggregation of the trajectory data into collective movements (flows) of the vehicles between territory compartments. The authors discovered that the dependencies between the traffic intensities and mean velocities in an abstracted transportation network at different levels of abstraction (Figure 13) have the same shapes as in the fundamental diagram of the traffic flow described in traffic theory (Gazis, 2002a). While the fundamental diagram refers to links of a physical street network, it turns out that similar relationships also exist in abstracted networks. These dependencies can be represented by formal models (Figure 14).
Figure 13: Hourly time intervals over a week have been clustered by the similarity of the spatial situations in terms of the flow magnitudes and average speeds. In a time matrix at the top, the rows correspond to the days from Sunday to Saturday and columns to the day hours. The time intervals are represented by rectangles colored according to the cluster membership; the sizes show the closeness to the cluster centers. Below, representative spatial situations for the clusters are shown by flow maps. In the upper set of 8 maps, the widths of the flow symbols are proportional to the mean flow magnitudes. The lower set of 8 maps represents how the mean speeds in the clusters differ from the median mean speed attained on the links. Positive and negative differences are encoded by proportional widths of flow symbols colored in brown and blue, respectively (Andrienko et al. 2013a).
Figure 14: Dependencies between the traffic flow intensities (hourly volumes) and mean velocities on the links of an abstracted transportation network at different levels of abstraction. A: Abstracted networks with the cell radii of about 1250 m (left) and 4000 m (right). The links are clustered and colored according to the similarity of the volume-speed dependencies. B: The dependencies of the mean velocity (vertical dimension) on the traffic flows (horizontal dimension): the velocities decrease as the flows increase. C: The dependencies of the flows (vertical dimensions) on the velocities (horizontal dimension): maximal flows can be achieved for certain velocities and decrease for both lower and higher velocities (Andrienko et al. 2015a).

Historical traffic data can be used not only for predicting future movements under various conditions but also for spatial planning applications. For example, the system SmartAdP (Liu et al. 2017a) uses interactive visual tools to find suitable locations for billboard placement using taxi trajectories.

The task of transportation scheduling is addressed by (Andrienko, 2008a). An example application is planning of evacuation of different groups of people, such as general population, schoolchildren, and hospital patients, from a disaster-affected area. The proposed system consists of a scheduling algorithm and a set of visual displays and interactive tools for exploring scheduling outcomes. The displays allow the user to detect problems, such as delays, understand their reasons, and find appropriate corrective measures.
Figure 15: For one of the clusters of links of an abstracted transportation network (see Fig. 2.5), the dependencies flow $\rightarrow$ velocity (top) and velocity $\rightarrow$ flow (bottom) are being represented by polynomial regression models (Andrienko & Andrienko, 2013b).

### 6.1.2 Assessing data quality

Abstracting from the various specific technologies for collecting movement data, we identify several major methods of position recording (Andrienko, 2008c): (i) Location-based, (ii) Time-based, (iii) Change-based, (iv) Event-based and (v) Combinations of these basic approaches. In particular, GPS tracking devices may combine time-based and change-based recording: the positions may be measured at regular time intervals, but recorded only when significant changes of position, speed or direction occur.

As in (Andrienko et al. 2008c) two classes of properties are distinguished:

1. **Data structure related properties**
   - Mover set properties
   - Spatial properties
   - Temporal properties

2. **Data collection procedure related properties**
   - Position exactness,
   - Positioning accuracy,
   - Missing positions and
   - Meanings of the position absence

Data quality problems are classified using their kind, the data to which the problem applies, the extent of the problem in the dataset and the extent of the problem in the respective value domain. A problem labeling system is introduced in Andrienko et al. (2016) and presented here using a slightly adapted (by adding punctuation) notation.
Problem kind: $M = \text{missing data, } A = \text{accuracy problem, } P = \text{precision deficiency}$

Data components: $Mv = \text{mover identification, } S = \text{spatial position, } T = \text{temporal reference, } At = \text{thematic attributes}$

Extent in the trajectory: $TrE = \text{elementary (in some elements), } TrI = \text{intermediate (in particular subsequences), } TrO = \text{overall (in whole trajectory)}$

Error occurrence can be formulated using formulas similar to $M$: $TrO \cup MvO \cup SO \cup TO$ which allows for systematic enumeration of error types and the VA tools required to detect and remove problems. Detailed examples are given in Andrienko et al. (2016).

Each kind of problem mentioned in section 3.3 can have several causes and emanations (forms of occurrence) and hence may require multiple types of VA detection tools. Several techniques to validate the data quality w.r.t. several criteria are listed in Andrienko et al. (2016). Such criteria may be problem or dataset specific and hence not expected in advance (e.g. the positional shift of particular traces in space). An inherent property (see main characteristics) of VA is the ad hoc interactive way of the data handling procedures. Therefore, a generic toolbox needs to be created based on the anticipated use cases and prior experience.

The presented examples show cases where the problem was discovered and identified using visual analytics: in big data this will no longer be possible and new methods need to be found based on criteria involving properties of the trajectory, the set of trajectories and the environment. Problem detection by interactive use of VA tools will be much less probable due to the large data size; hence the importance of prior enumeration of potential errors and the availability of a tool to define dataset specific validation criteria.

6.1.3 VA in Transportation Science

In Andrienko et al. (2017), the authors observe that the contribution of transportation scientists in VA projects is rather limited although VA typically requires the help of domain experts. “Unfortunately, such work has been limited in the transportation domain (Ferreira et al. 2013a), (Fredrikson et al. 1999a), even though visual analytics researchers have intensively worked with transportation relevant data and developed a variety of methods and tools that could be useful for transportation domain researchers and practitioners. . . . The consequences of the insufficient communication are two-fold. On the one hand, visual analytics researchers have only limited understanding of the problems, needs, and constraints of the transportation domain, which may decrease the potential utility and usability of the methods they develop. On the other hand, the transportation community has quite limited awareness of what visual analytics can offer. In the conclusion the authors observe: “Both the visual analytics community and transportation community has produced a large body of exploratory research work in analyzing transportation-related data. However, the knowledge acquired and methods developed often lack collaboration between the two communities.”

Clearly the problems solved by the VA community do not sufficiently coincide with the problems encountered by the transportation research community. Potential causes are:

- In (big) data the travel/movement purpose is often missing and needs to be derived from the movement and environment properties which requires prediction models because traveling individuals have particular beliefs, attitudes and goals defining their behavior. VA tools can be used to describe the resulting travel behavior but delivering predictive models is difficult.

- Data are extremely expensive (and out of reach of researchers and practitioners in the transportation domain). Pre-processed data can be purchased from the data generators/owners (telecom and ICT companies) in some cases but few information is made available about the pre-processing methods (aggregation, pseudonymisation, etc). Few affordable data are available to researchers in charge to answer specific research
questions related to a given area. On the other hand VA tools are used by industrial companies who have data available (e.g. https://www.be-mobile.com/products/flowcheck/)

This section lists some of the classes of currently open research questions, challenges and opportunities to unite VA with the transportation field needs.

The, we need to keep in mind that travel demand is a derived demand. In most cases, the trip is not a goal by itself but a mean to achieve a goal. In activity-based modeling it is assumed that for a given period of time the goals and intentions of individuals determine their time use and displacements. In this case there is a hidden model (much more complex than a HMM) that controls the observed behavior and that in many cases cannot be derived from mobility big data. Understanding the behavioral model is a prerequisite for the evaluation of intended travel demand measures (TDM). (Andrienko & Andrienko, 2017b) explain the integration of state diagrams describing travel behavior in VA.

Research Questions

Problems solved by transportation planners can be classified as follows by the size of the set of travelers involved.

1. problems involving a small set of affected individuals:
   a. Operations research (OR) like solutions to particular problems (short term, static environment): the aim is to provide advice to customers of transportation services. It requires streaming data (parking, expected congestion, incident detection, ...)
   b. Traffic safety research is interested in hot spots, their physical properties (road infrastructure design) and the usage profile (timing, vehicle properties, movement properties). Incidents are often related to detailed interactions between one actor and the environment (requiring detailed description of local situations) or between multiple actors (requiring detailed description of their behavior in a short period preceding the (near) accident).

2. problems involving a large set of affected people
   a. short term (one week to one year): problems due to planned sudden local changes in a static environment. Traffic guidance measures can be put in place based on flow prediction models. VA can be used to show the recent (1 hour) history and the near future prediction in order to generate advice to the transportation system operation management.
   b. long term: TDM’s effect prediction (long term, evolving environment, evolving actors): advice to designers of transportation systems (urban planners, regional development managers, public service, ...). As mentioned above, activity-based modeling is used to this end. Following travel generators can be distinguished:
      i. households: members execute frequently recurring activities (for several purposes) as well as exceptional ones. All activities aim to the achievement of a private goal/purpose (e.g. by maximizing utility derived from activity execution).
      ii. business/commercial: trips are executed on behalf of or indirectly triggered by households and aiming to achieve of a goal stated by a third party (example: parcel delivery)

Activity based modelling nearly exclusively focuses on travel generated by households. It is important to estimate the number and properties of business/commercial since modelling travel demand induced by companies turns out to be problematic due to lack of data. Big data and VA may contribute to solve the problem by classifying daily movements of vehicles from revealed trajectories w.r.t the distance driven, the number of trips in a tour (number of visited places),
clustering visited locations etc. Classes may coincide with taxi-like pattern, sales/service-person like pat- tern, packet-delivery like pattern. After finding patterns their share in the flow may be estimated. Particular attention is to be paid to bias in the available datasets.

**Data availability challenges**

1. In order to solve some of the above questions, person traces instead of car traces are required. These may be collected by smartphones but induce more privacy problems than car traces and are more difficult to process (because of trip and mode detection).

2. In order to capture behavioral aspects of travel, longitudinal (as opposed to cross-sectional) data and privacy preserving measures are required. These requirements may be mutually incompatible (see the issue of mover identity errors mentioned earlier).

3. Streaming data may originate from parking use or as floating car data; however no such data will be available in the project (none are known to be available for research)

**RAM problem**

VA tools need to be adapted to the use of large datasets because they typically use RAM based datasets. In (Andrienko & and Andrienko,2012a) the authors propose to use a stepwise approach by which data aggregations are created in advance and loaded into RAM for processing by VA tools.

Dedicated procedures need to be designed for data quality assessment (see also section 3.3 because preprocessing by aggregation-based methods may be insufficient)

### 6.2 Visual Analytics for Complex Event Recognition

Few research works focus specifically on Complex Event Recognition in Visual Analytics: in fact, CER research covers various formal languages and models which are hard to be studied in a same unique framework. However, main ingredients in CER are multivariate time series and event sequences. In these domains, the visualization of data streams have attracted increased interest the last decade. The research work reviewed in the following focus mainly on visualization of multivariate time series and of simple event patterns, without elaborate first-order logic or entanglement of events as CER can deal with. Nevertheless, these techniques are of interest to T&K, providing basic bricks to understand the challenge of CER visualization. The final part of the review is dedicated to dimension reduction techniques allowing to summarize in a few dimensions the original data lying in a high dimensional space. These techniques have been successfully adapted to multivariate time series data and it will be interesting in the T&K project to investigate the hybridation of usual visual analytics techniques and dimension reduction approach, especially in the context of representational learning.

Number of tools have been developed to visualize raw sequences of events. For instance, LifeLines (Plaisant et al. 1996) is dedicated to personal medical histories visualization providing an hierarchical timeline visualization. Events are placed on a time-line accordingly to their occurrences; color encoding and lines with different thickness illustrate the relationship between the events. CloudLines (Krśtajic et al. 2011) use a logarithmic time scale to allow the visualization of recent events together with long term patterns at any time scale. ChronoLense (Zhao et al. 2011) emphasizes on the usage of different lenses (possibly with the user interaction) to navigate through the time series. These techniques are well adapted to explore with precision time series and individual traces but do not aggregate or factorize the event streams and thus do not scale with large event collections or many time series.

Other approaches try to summarize multivariate time series in a high dimensionality setting in order to visualize the data. TimeSeer (Dang et al. 2013) proposes the notion of *scagnostics* to capture the characteristics of the data based on a set of measure (density, skewness, ...). Scatterplot matrix and charts are used next to interactively explore the data. ThemeRiver (Havre et al. 2000) is another well
know technique to analyze variation and exchange between event streams. RankExplorer (Shi et al. 2012) extends ThemeRiver in a framework for big stream data analysis. In the context of spatio-temporal data analysis, (Tominski et al. 2012) proposes to stack 2D visualization in a 3D representation to analyze trajectories; (Scheepens et al. 2011) uses density fields to capture the multivariate aspect of the time series.

Another way to summarize multivariate time series is to factorize the event streams thanks to a tree structure: LifeFlow (Wongsuphasawat et al. 2011) and EventFlow (Maguire et al. 2013) aggregate time series with respect to common subsequences to provide a tree-like visualization. However, the tree structure grows exponentially with the number of events which hinders the visualization. Graph structures can also be used to analyze time series: Sankey diagram (Riehmann et al. 2005) and derivate techniques (Wongsuphasawat, 2012) are techniques intensively used to analyze the event flow between states of a system. To improve the readability of the Sankey diagram when the graph of states is dense, MatrixFlow (Perer et al. 2012) represents spatio-temporal data with sequences of matrices; MatrixWave (Zhao et al. 2015) improves the use of matrices by apprehending the event flow between the states.

An orthogonal family of approaches is the dimension reduction methods. The objective of this kind of approach is to compress the time series expressed in a high dimensional space into a very few number of dimensions – ideally two – losing the less possible important information. The low dimension projected space can be used to visualize meaningfully the originally high dimensional data. The most used technique, the Principal Component Analysis (PCA) (Candès et al. 2011), which use linear projections to reduce the number of dimensions, has been adapted to temporal data in various works (Yang & Shahabi, 2004) (Liao, 2005). Derived from PCA, Dictionary Learning techniques (Mairal et al. 2009) use combination of weighted atoms to approximate the time series, each atom representing an elementary behavior shared among number of time series. The Non negative Matrix Factorization method (Cichocki et al. 2009) introduces a constraint on the recombination of the atoms, allowing only additive reconstruction. This leads to a better interpretation of the atoms.

Another very active domain in dimension reduction topic is the Representation Learning (Bengio et al. 2013), leaded by the research on deep learning (Lecun et al. 2015). The objective is to learn non linear projection – embeddings - of the data in an unsupervised context generally thanks to a deep neural network. A special case is the auto-encoder model, applied successfully to time series (Längkvist et al. 2014). The architecture involves an encoding module and a decoding one. The encoding module projects an input data into a latent space through different neuronal layers with a decreasing number of neurones. The decoder has a mirror architecture, with first layers containing the less neurones and the last layer the same amount as the first layer of the encoding module. The embedding representation in the latent space is learned by a measure of divergence between the input data and the output one: the network learns to reconstruct the original signal with the less distortion possible compressed in a low dimension space. As the layers are connected by non linear functions, the embedding are more expressive than with usual dictionary learning techniques.

Other techniques for dimension reduction uses similarity measures to embed the data in a low dimensional space. A widely used approach is the multidimensional scaling (Cox et al. 2001), organizing the data in a 2D space such as the distances in the projected space are close to the distance in the original space. The T-distributed Stochastic Neighbor Embedding (t-SNE) (van der Maaten & Hinton, 2008) is privileged for data in high dimension. The algorithm defines two probabilistic models over the distance between each couple of points, the first one in the original space, the second one in the low dimensional representation space. It learns the representation in order to optimize the minimal divergence between the two probability distributions.
6.3 Cross-scale analysis and dashboards for populations’ mobility

6.3.1 Aggregate visualizations and cross-scale analysis

Aggregate visualizations of trajectory data in mobility analytics can be seen to pertain to two main areas: cross-scale analysis, used to adjust the analysis scale to the scale of the mobility pattern(s) studied; and aggregation of mobility-related parameters and trajectory geometries.

Due to the effect of internal and external factors influencing the movement at different spatial and temporal scales, behaviors may manifest different movement patterns at different scales (Nathan et al. 2008); see Figure 16. Therefore, recently, the importance of scale, and thus of cross-scale analysis has been acknowledged in the literature (Keim et al. 2008; Laube & Purves, 2011; Soleymani et al. 2014), and a number of methods and algorithms capable of investigating the relationships between patterns and processes occurring at multiple spatial and/or temporal scales of movement have been developed. Laube & Purves (2011) systematically explored the effects of computing movement parameters across different temporal scales, and thus demonstrated that adjusting the analysis scale is crucial to obtain meaningful results. Recently, more progress has been made, such as developing new multi-scale measures (e.g., multi-scale straightness index (Postlethwaite et al. 2013)), patterns detection using Brownian bridges in low sampling rate movement data (Buchin et al. 2012), measurement of dynamic interactions in movement (Long & Nelson, 2013), or the use of the discrete wavelet transform for movement classification and trajectory segmentation at different spatio-temporal scales (Soleymani et al. 2017). While relevant methods have been developed for cross-scale analysis in the spatial and temporal domain, it should be noted that the issue of scale also applies to semantic aspects of movement, where research is still very limited. To gain a comprehensive understanding of mobility, cross-scale analysis methods should be developed considering spatial, temporal as well as semantic aspects.

Figure 16: Mobility behaviors may manifest different movement patterns at different scales (i.e., spatial, temporal, or thematic scale). The above shows an example in animal ecology (adapted from Nathan et al. 2008).

Aggregation in support of visualization may affect either the computation of mobility-related parameters or the summarization of the trajectory geometries. Aggregation of mobility-related parameters may take place over different windows of time, different (possibly hierarchical) spatial units, or combination thereof, and may take the form of simple aggregation to advanced data modeling algorithms (Zhang et al. 2012). Andrienko & Andrienko (2008) introduce methods that allow aggregating parameters related to mobility and trajectories in the temporal, spatial and spatio-temporal domains.
Summarizing trajectory geometries typically follows two strands. In the first strand, the geometries (and associated movement parameters) are aggregated to cells of a tessellation. Examples of this approach include Lee et al. (2009), who use a tree data structure for aggregation, as well as Andrienko & Andrienko (2011), where the spatial aggregation units consist of Voronoi cells that capture the essential characteristics of the original trajectories around a subset of ‘significant points’. In the second strand of approaches, the geometry of bundles of trajectories is represented by a ‘placeholder’ that approximates the shape and position of the trajectory bundle. Examples of this group include the TRACLUS clustering algorithm (Lee et al. 2007) and various decedents thereof, algorithms for generating centroid trajectories under positional uncertainty (Pelekis et al. 2011), and algorithms for creating median trajectories (Figure 17; Buchin et al. 2013).

Figure 17: Trajectory aggregation: median trajectory. a) Three trajectories with a common start and end point; b) a median trajectory (bold) representing these three trajectories (Buchin et al. 2013).

6.3.2 Dashboards

Few (2006, p. 26) proposed a commonly accepted definition of a dashboard as “a visual display of the most important information needed to achieve one or more objectives, consolidated and arranged on a single screen so that the information can be monitored at a glance”. It often combines text and graphs, with an emphasis on graphics (e.g., maps) to visually present the overview information (Figure 18). Dashboards allow users to explore their data, “not only in terms of spatio-temporal aspects, but also in terms of attribute aspects” (Rahman 2017, p. 1). By nature, dashboards are especially used for providing an overview as they visualize the most essential information at a glance. Very often a dashboard consists of a set of visualizations and controls, allowing interactions such as selection, filtering, and drilling down (Zhang et al., 2012). The use of dashboards has become popular in many fields, such as marketing (Krush et al. 2013), public health (Lechner & Fruhling 2014), construction (Guerriero et al. 2012), urban development (Scipioni et al. 2009), education (Maldonado et al. 2012), and transport monitoring (Rahman 2017).

There are different ways to categorize dashboards. Few (2006) classified them into three groups according to their roles: strategic, analytical and operational. Pappas & Whitman (2011) and Rahman (2017) provided a detailed comparison of these three groups, in terms of supporting scenarios, timeframe, graph presentation, interactivity, and update frequency.

- Strategic dashboards: They are the most popular type. They provide a quick overview of the data with the notion to enable decision makers to monitor the health and opportunities of the business. Very simple graphs that show what is going on without much interactivity work well for this type of dashboards (Rahman 2017). They don’t need real-time data, but still need regular update, e.g., daily, weekly or monthly.
- Analytical dashboards: This group of dashboards often offer greater context than just simple overview in strategic dashboards. They show trends or patterns reflected in the data, and enable further explorations, such as drilling down into the underlying details. Like the previous
group, simple graphs work well for analytical dashboards, but with extensive interactivity to allow users to explore the details. They often use historical data.

- Operational dashboards: They represent the most dynamic type compared to the other two groups. They help to monitor situations and act as soon as possible according to particular conditions (Rahman 2017). Highly dynamic graphs such as animated displays work best. They can warn users of outliers or when something goes wrong. Usually, real-time data or near real-time data are required for operational dashboards.

![Dashboard examples created in the Tableau software](https://qph.ec.quoracdn.net/main-qimg-000650654f2338d4828bb89ab106ffa8). Different visualization methods can be integrated, such as charts, maps, and even simple texts.

Few (2006) reviewed many existing dashboards, and identified 13 common pitfalls of dashboard design, including: exceeding the boundaries of a single screen, supplying inadequate context for the data, displaying excessive detail, expressing measures indirectly, choosing inappropriate media of display, introducing meaningless variety, using poorly designed display media, encoding quantitative data inaccurately, arranging the data poorly, ineffectively highlighting what’s important, cluttering the screen with useless decoration, misusing or overusing color, and designing unattractive visual displays.

To effectively communicate information, a dashboard should be properly designed, particularly using the right visualization (Rahman 2017). Ware (2012) and Few (2006) argued that research on visual perception provides empirical evidences on this aspect, such as those on short-term visual memory, visual encoding of rapid perception, and gestalt theory. Few (2006) further proposed two fundamental principles for appropriate visualizations: 1) it must be the best means that is commonly found, 2) it can be still functional even in a small space. Six types of visualizations were proposed: graphs, images, icons, drawing objects, text, and organizers. Pappas & Whitman (2011) further proposed guidance for choosing the right visualizations for dashboards, such as providing interactivity for strategic and analytic dashboards, and allowing comparisons. Zhang et al. (2012), ActiveWizards (2018) and Machlis (2017) all provide detailed reviews of commercial visualization systems that might be used for the implementation of dashboards.
6.4 Evaluating visual analytics procedures through eye-tracking

Eye tracking is the process of measuring and recording individual’s gaze positions and eye movements. This technology is being increasingly used not only in psychology and product design but also in visualization and human-computer interaction sciences for evaluation of visual displays and user interfaces. Researchers employ eye tracking to understand how their designs are actually used and, possibly, even get insights into users’ ways of reasoning and problem solving. In evaluating one design, researchers want to check if users’ behaviours correspond to the supposed ways of use, see where the users may have difficulties, and understand how the design can be improved. In evaluating two or more alternative designs, researchers want to know not only which design is better in terms of task completion times and error rates but also why it is better: How does the use of this design differ from the use of the others? What is more difficult, confusing, or inconvenient in the other designs?

Eye tracking produces large amounts of data that are quite hard to analyse. The standard tools and methods for analysis of these data have rather limited capabilities. They can show where the users look first and where they look most and can compute basic measures (fixation count, time to the first fixation, statistics of the fixation durations and saccade lengths, etc.). However, these methods are hardly suitable for studying the spatio-temporal structure of eye scan paths, in particular, how the movements change over time while the user carries out a given task. For these purposes, we adopt movement analysis methods (see Andrienko et al. 2012).

6.4.1 Eye tracking vs. geographic movement data

Eye tracking data consist of records about the positions and times of gaze fixations. Each record includes the following components: user identifier, time, position in the display space (x- and y-coordinates), and fixation duration. The records may also include other attributes, e.g., stimulus identifier when different stimuli are used in the data collection. The temporally ordered sequence of records of one user referring to one stimulus is further called eye trajectory or scanpath, as in the literature on eye tracking.

Geographical movement data have the same structure: moving object identifier, time, and position (in geographical space) defined by coordinates; additional attributes may also be present. The structural similarity suggests that both classes of data may be analyzed using the same methods. However, there is a significant difference between eye movements and movements of physical objects governed by inertia: eye movements include instantaneous jumps (saccades) over relatively long distances (Dodge et al. 2009). The intermediate points between the start and end positions of a jump are not meaningful; it cannot be assumed that there exists a straight or curved line between two fixation positions such that the eye focus travels along it attending all intermediate points. This prohibits the use of methods involving interpolation between positions, as in creating movement density surfaces (Willems et al. 2009). Hence, not all movement analysis methods are valid for eye trajectories.

Another concern is whether the tasks for which a method was developed are relevant to eye movement analysis. For example, the methods intended to analyze collective simultaneous movements of multiple objects can hardly be useful in analyzing eye trajectories since simultaneous eye movements of two or more users viewing the same image are usually not tracked. Even if such data were collected, the eye foci of different users are unlikely to interact in the screen space similarly to interactions of material moving objects. Hence, not all movement analysis methods are meaningful for eye trajectories.

6.4.2 Analytical tasks in eye tracking studies

We use the term ‘analytical task’ to denote possible interests of eye movement analysts, i.e., the questions they may seek to answer. The possible types of tasks have been in part extracted and generalized from the eye tracking-related literature and in part generated during the study, when the
evaluation group posed their questions and the technology group, from their side, applied the methods to the data and looked what could be learned.

The possible tasks can be divided into two major categories: tasks focusing on areas of interest (AOIs) and tasks focusing on movements. The first category deals with the distribution of the user’s attention over a display. It can be subdivided into several task types according to the following aspects:

- whether the AOIs are predefined (e.g., certain targets the users are supposed to search for) or need to be extracted from the data (e.g., elements/parts of an image attracting more attention);
- whether the evolution of the attention over time is of interest;
- whether the analyst needs general results for the entire set of users or looks for essential differences between individuals or groups (e.g., experts versus novices);
- whether the study is focused on a single display or compares two or more displays.

Common for these tasks is that only the fixations are analyzed and not the saccades or transitions between the AOIs. For example, Çöltekin et al. (2009) compare two interfaces by analyzing fixation durations and fixation counts for predefined AOIs.

In the second task category, the movements are of primary interest. AOIs are important, but the focus is on transitions between them and their temporal order. Analysts want to discover the users’ strategies in visual exploration, search, and performing given tasks. They also want to understand whether and where the users have difficulties. Movement-focused tasks are indispensable in evaluation of information displays and user interfaces. This task category can be subdivided as follows:

- Examine the general characteristics of the movements, e.g., prevalence of long or short movements, presence of sharp turns, path complexity, etc.
- Examine the spatial patterns of the movements, e.g., jumps across large areas or gradual scanning, spatial clustering or dispersion, radial or circular moves, etc.
- Study the relation of the movements to the display content and/or structure, e.g., correspondence to the arrangement of the display elements, movements along available lines or figure boundaries, connections and transitions between the AOIs, etc.
- Understand individual viewing or searching strategies, compare to expected or theoretically optimal strategies.
- Understand general viewing or searching strategies of multiple users, find and interpret different types of activities.
- Find typical paths, e.g., as frequent sequences of attended AOIs.
- Detect and investigate indications of possible users’ difficulties: returns to previous points, repeated movements, and cyclic scanning behaviors.

Like the AOI-focused tasks, the movement-focused tasks can be additionally classified according to the following aspects:

- whether the evolution of the eye movements over time is of interest;
- whether different users or groups are compared;
- whether different displays are compared.

Analysis of eye tracking data usually involves many tasks, which may require several analysis methods. The next section briefly reviews the methods that have been previously applied to eye tracking data. It shows that AOI-focused tasks are better supported by the standard methods than movement-focused tasks, which are therefore will be given more attention in our project.

6.4.3 Methods

There are many statistical metrics that can be derived from eye tracking data. Poole and Ball (2006) systemize these metrics and their possible interpretations. For example, high saccade/fixation ratio indicates more processing, large saccade amplitudes indicate more meaningful cues (as attention is
drawn from a distance), etc. However, eye movements cannot be fully understood just from those numbers. Visual analysis is essential for further insight.

The most popular tool to visually analyze eye tracking data is the attention heatmap (Bojko, 2009) showing the distribution of users’ attention over the display space. Heatmaps can be easily generated using standard eye tracking software. They can visualize counts of fixations, counts of different users who fixated on different areas, absolute gaze duration, and relative gaze duration (percentage to the total time spent). Attention heatmaps may be useful for AOI-focused tasks. In comparative studies (different time intervals, different users, or different images) several heatmaps are compared. Eye tracking analysts also try to determine users’ search strategies by analyzing series of heatmaps generated for consecutive time intervals (Poole & Ball, 2006), which show how the users’ attention foci change over time. However, the characteristics of the eye movements, the links between the attention foci, and the paths followed during the search remain unclear.

Another visualization technique provided by standard software is the gaze plot, which represents fixations by circles with sizes proportional to the fixation durations and connects consecutive fixations by lines. Eye movement analysts usually admit that this method is not suitable for large data due to enormous overplotting (Çöltekin et al. 2010).

A common method suitable for movement-focused tasks is scanpath comparison (Duchowski et al. 2010) based on computing the degree of dissimilarity between two scanpaths. The latter are represented as strings where the symbols designate the AOIs and are arranged in the order of attending the AOIs; then a distance function based on string editing is used (Duchowski et al. 2010). The function computes the cost of transforming one string into another by means of deletions, insertions, and substitutions. This can be extended to account for the fixation durations and distances between the AOIs (von der Malsburg & Vasishth, 2011). In analyzing multiple scanpaths, pairwise distances may be averaged (Duchowski et al. 2010) or used to cluster the paths by similarity (Çöltekin et al. 2010). The matrix of pairwise distances can be fed to a projection algorithm, e.g., multidimensional scaling, and the projection can be visualized (Çöltekin et al. 2010) for finding groups of similar scanpaths.

Opach and Nossum (2011) admit that scanpath comparison may be ineffective in case of large variance among eye trajectories. The authors even conclude that the method requires the visual stimuli to be specially designed to minimize the possibilities of different viewing strategies. Thus, this method works well enough in text reading studies (von der Malsburg & Vasishth, 2011) and psychological tests (Duchowski et al. 2010) where the AOIs (words, numbers, letters, etc.) are predefined and supposed to be viewed in a particular order. Çöltekin et al. (2010) represent scanpaths in a generalized way: the possible AOIs are assigned to classes according to their semantics or function; the scanpaths are transformed to sequences of class labels and thereby become more comparable; the analysis is based on these sequences.

The scanpath comparison methodology does not provide a way to see the original scanpaths. The analyst has to deal with the strings, which may be not easy to understand, especially when the symbols represent automatically extracted AOIs and therefore lack semantics. Çöltekin and Kraak (2010) suggest that the space-time cube (STC) (Kraak, 2003) can be used to visualize eye trajectories. It is good for detailed exploration of a single trajectory and even for multiple trajectories when there is not much diversity among them (Çöltekin and Kraak, 2010). Eye trajectories have also been analyzed using the movement summarization method originally developed for geographic data (Fabrikant et al. 2008; Ooms et al. 2012). The successful uses of this method and STC show that geographic movement analysis methods can also be useful in eye movement analysis. Within the project, we are going to perform a systematic investigation of the potential of these and other techniques for eye movement studies.
6.5 References


7 Market Analysis – the Insurance Business Case

The aim of this section is to present the insurance business market in terms of utilities given to stakeholders and market leverage growing focal points. We will focus on three geographical macro-areas, two metropolitan cities as London and Rome and one country-urban mixed area such as the region of Tuscany, in Italy. We will investigate two main demanding points: the in-urban transportation from point to point within a metropolitan area and some long-term trips between several urban agglomerations.

In addition to this, we will show also some numbers about electric car mobility business and ride sharing services in the same three geographical areas.

The scope of the whole chapter is providing further information about insurance business, electric car mobility business and car-pooling services, intended to integrate the given data set of the and to be used in junction with the toolbox methods developed in pilot projects, in order to calculate efficient KPIs and achieve three main goals the topics showed above:

1. Develop some telematics tools to insurance stakeholders in order to profile a personal insurance risk giving margins to reduce insurance fees to virtuous drivers without exposing them to increasing insurance risks.
2. Develop some telematics tools and some statistical parameters in order to estimate the convenience in terms of costs and trip timing efficacy of a possible switch to an electric car mobility paradigm in the considered geographical areas.
3. Develop some telematics tools and some statistical parameters in order to estimate the possible impact of a rising car-pooling service in the considered geographical areas.

7.1 About the Car Insurance Industry

Some definitions and state of art

The insurance market has remained unchanged for years, following the line traced by actuarial science since then. However, nowadays insurance companies have to face problems related to the new generation customers, their increasingly poor fidelization trend and their increasingly more tech-innovation demand.

In fact, with the generation Y (anyone’s born between 1980 and 1995) (World Insurance Report (2017)) entering in, the insurance market experienced a lowering level of fidelization and an increase in market variability. Trend that will probably be confirmed when the generation Z (anyone’s born between 1995 and 2010) (World Insurance Report (2017)) would became the brand-new clients and generation Y the major percentage of the market target.

According to the World Insurance Report 2017 (World Insurance Report (2017)) generation Y and technology-savvy customers demand an increasing level of self-service and personalized offers and an increasing level of technological integration, paying less but not renouncing at excellent personal risk coverage.

The 36% of the generation Y and the 42% of tech-savvy customers say they’re likely to buy a new insurance product (compared to 29% of non-GenY and 20% of non tech-savvy customers).

In this panorama we also observe an increasing number of telematic companies offering telematics solutions for new products based on “How much you drive” and “How you drive”, that lead to a tailored risk for each driver.

Telematic companies and insurance companies together have recently created several international Insur-Tech players. The forms of current collaboration between those companies are quite varied: strategic partnerships, acquisitions, venture capital investments, incubators, leading to efficient
sinergies in actuarial science, lowering clients’ fees, increasing margins for companies without exposing them to additional risk levels.

For “Actuarial science” we use to define the science that nowadays calculated the insurance risk basing on historical data and through information related to the vehicle (Car tipology, Geographical area) and client information (age, gender, previous accident history not related to the pilot but to the vehicle) (Bain et al. 2017).

For “Pay as much as you drive” we use to define a model of business also known as UBI (Usage Based Insurance) that spread the risk along the route mileage during the reference time period, leading to variables fees during that period (Bain et al. 2017).

For “Pay as you drive” we use to define an evolution of the UBI business model, that takes in count also the customer’s driving behaviour scoring calculated through new methods such as advance machine learning and Al-aided computer science. Those methods generally use measured parameters from telematics devices as harsh acceleration/brakes, speed limit exceeding, harsh cornering (Bain et al. 2017).

For this reason, the 79% of insurance companies is investing in blockchain, Robotics and advanced analytics in order to tailor the best client’s fees without relevant implications in risk coverage (Bain et al. 2017).

In the following sections, we will introduce some dataset and some aggregate results about the insurance business market in order to integrate the given dataset and to achieve the 1st goal of the pilot project.

7.1.1 Case study: London

United Kingdom, as well known, is one of the most populated European country with a huge circulating car park. To zoom into the London scenario, we can use a free tool www.collisionmap.uk (London Collision Map - 2018), that provides a massive GPS position data set, collecting all the slight, serious and fatal collision occurred in the selected area accompanied by number of vehicles and casualties involved in.

In order to perform our analysis, we collected some statistics about the city, as you can see following.

- Total amount of collisions in urban areas: The London collision map provided by UK government (London Collision Map: Fatal and Serious Collision during 2016) (Realated Open Data) clearly shows the situation along years from 2005 to 2016. Taking 2016 as a reference we suppose up to 6000 serious or fatal collision in just one year.

- Mean insurance annual fees: According to Association of British Insurers (ABI) reviews the average car insurance premium in the UK for comprehensive cover is spanning between £470 and £490 per year (about 560 Euros). This value definitely increase in London metropolitan area to reach twice or 2.5 times (depending to several factors, i.e.: driver’s gender and age, car brand, etc.) the value of the rest of Britain. In particular fees increase of 40% according to driver’s age (+40% for drivers younger than 25 years old) without taking in count driver’s skills. Size of the circulating park: According to the BBC analysis (Cars in England’s roads), the circulating car park counts about 2.6 millions of vehicles (last update 2015) as we can see in the following figure.
Figure 19: London Collision Map (London Collision Map: Fatal and Serious Collision during 2016).

Figure 20: A glimpse of the London Collision Map (London Collision Map).
7.1.2 Case study: Rome

As well as previous London case study we collected some useful data about Rome city in order to give some statistical data to improve inferences about car accident and achieve the goal shown in the 3rd point.

- **Total amount of collisions in urban areas:** According to the (Automobile Club Italia (ACI)) we can share some data about car collision in Rome. Unfortunately in this case we has data related to the province of Rome, not just metropolitan city of Rome. However the city circulating vehicle park represents about the 66% of the total circulating vehicle park of the province. The first picture shows the progressive collision statistics along years 2012-2016. The second picture gives a glance of URBAN vs EXTRA-URBAN/HIGHWAYS collision ratio.

- **Mean insurance annual fees for client:** Between 20% and 45% more than the average fee payed in Italy: 660-790 Euros per year

- **Size of the circulating park:** Around 1,780,000 vehicles (Italian Circulating Car Park) with respect to 2,678,000 vehicles of the whole province of Rome.
Case study: Tuscany, Italy

Thanks to the same fonts founded for Rome case study we are providing a similar statistics for the Italian region of Tuscany.

- **Total amount of car collision in urban areas and extra-urban area**: According to the (Automobile Club Italia (ACI)) we can share some data about car collision along the last six years in urban areas and extra-urban area of Tuscany, Italy.
- **Mean insurance annual fees for client**: In agreement with the average fee payed in Italy: 550-650 Euros per year
- **Size of the circulating park**: Around 2,378,000 vehicles (Italian Circulating Car Park).

### About the car pooling and car sharing market analysis

In this chapter we present some information about different paradigm of ride-sharing in the three geographical areas considered. The goal of this chapter is to show the actual scenario of ride-sharing and focus on how a rising car pooling service could compete with transportation in a metropolitan point-to-point environment as well as in a long-term trips. In this way we can address the 2\(^{nd}\) goal of the pilot project.

#### Some definitions and some history

"Car sharing" means the rental of a car owned by third parties, generally short-term and in urban contexts. The same car is made available to more drivers who use it for a limited period of time. Traditional car sharing began in the 1990s and early 2000s. The concept is simple: provide short-term personal vehicle transportation for consumers who would not utilize a personal vehicle often enough to justify owning one. Essentially, a company owns fleet of cars that are strategically placed in high-density environments and can be rented by people on an hour, daily or monthly basis. An evolution of “traditional car sharing” is “peer to peer car sharing”: an innovative approach to vehicle sharing in which vehicle owners temporarily rent their personal car to others in their surrounding area. Peer-to-peer car sharing belongs to the larger sharing economy, an economic model based on the notion of collaboration as opposed to ownership. The proliferation of smartphones and social networking sites, especially since 2006, has influenced the development of peer-to-peer car sharing, in fact, at the base of this new economy model there are online platforms provided by organizations, through which people can share their own vehicle.
Peer-to-peer car sharing requires much less initial capital investment than traditional car sharing because no cars need to be purchased. The costs for creating and hosting a web or a mobile app are comparable. Another advantage of the Peer-to-peer model is that it has the potential to be used in less-dense environments, once software, hardware and customer service components are in place. Therefore, a tech-oriented and automated peer-to-peer company provides technology, hardware and software, to install in the owner’s car. The installed hardware and software integration allow the driver to unlock the rented car through a RFID/NFC card, a smartphone or a key fob. The purpose of the hardware is to create an easier user experience for both renters and owners. Another strong point of tech-oriented model is the ease to locate the car, both for owner, he will always know where his car is, and for renter, he can easily find the vehicle before starting driving.

A prosumer-based evolution of peer-to-peer car sharing get into the concept of "ride sharing", that refers in general to the activity of sharing car passages, also in order to produce a profit (in this case called "on demand sharing") while the concept of "car pooling" presupposes that sharing of the trip does not provide a gain for the driver but only a sharing of costs, or a courtesy transport activity made by usual couriers or privates. The difference from car-sharing is remarkable, in fact in the last case we observe a sharing of a service rather than a commodity, however the market needs may be the same as peer-to-peer car sharing, that means essentially the costs for creating and hosting a web or a mobile app and insurance service costs. Also, the business model is quite similar due to the fact that about 65% of the income belongs to the prosumer (that eventually can re-invest in the service as a consumer), about 20% is for insurance fees and about 15% is for the service maintaining.

For our analyses we choose the top market players. that are essentially two: UBER and BLABLACAR, both currently present in London and Rome and Tuscany area.

**The players: UBER & BLABLACAR**

The Uber company, founded in San Francisco in 2009, is one of the main society that represent the “sharing economy” concept as its best. The initial investment of 250 K$ yields dividends for 1,25 M$ in just the first year, when the company establish its first business in San Francisco city with with prices that were 50% more expensive than other cab companies. In 2011 the company settle down in New York, Seattle, Chicago, Boston, Washington D.C and Paris. In 2012 Uber reach to lower prices of 35% launching the “dynamic pricing model” algorithm to automatically tune prices based on weekday, level of demand and car ranking. Today the Uber’s values is about 65 billions of dollars.

The BlaBlaCar company, was founded in 2012 today from a French pilot website called Covoiturage.fr, born in 2004. The current value is more than 1.5 billions of dollars with 4 main country in Europe and an increasing market all over the world. It counts more than 400000 usual driver in the whole Europe and more than 2 billions of accounts. The BalBlacar policy is inspired to the sharing economy system so, as opposed to Uber, the driver does not expect any earning but just a mileage reimbursement.

**In urban point to point car pooling: The metropolitan city of London case study**

The most popular ride sharing companies in the UK are of course BlaBlaCar, Carpooling, Liftshare. Uber had been banned in London. In fact On September 22th, 2017, TfL, which regulates transport in the capital, announced that it would not renew Uber’s operating licence. UberEats, the company’s food delivery service, was not affected by the dispute. Therefore the move had affected more than 40,000 Uber working drivers and 3.5million customers. So the scenario favors car-pooling rather than paid car-sharing services. Nowadays Uber has been allowed to provide a set of licensed services in London that we can summarize in the following picture:
A taxi ride in London costs about 5 Euros per kilometer in the central traffic jam, with a 10-15% surplus for holiday and weekends. The cost can span a lot due to position (central vs peripheral), traffic jam and weekday.

7.2.2 In-urban point to point car pooling: The metropolitan city of Rome: UBER, and other case studies

It is well known that Uber’s rise brought several protests in cab companies in different states. Italy was one of them. There were several taxi strikes in Rome to protest the ride sharing app because its drivers do not have to go through the same process of obtaining an expensive taxi license. As a result of protests, Uber was indeed temporarily banned in April 2017. However, the company quickly appealed the ruling and it was swiftly overturned. As a result, Uber remains legal to use in major cities such as Rome and Milan with its luxury and most expensive service “UberBlack” with a regular license, with comparable prices respect to regular cabs. Tourists’ seems to prefer “UberBlack” for airport-urban paths and cabs for in-urban trips.

In this scenario two smart minor players are appearing: “Scooterino”, a ride-sharing no-profit organization that sends you a moped with an extra helmet that quickly zip you almost anywhere in Rome, and “Welcome Pickups” for airport-city paths. In the meantime other start-up players are getting in the peer-to-peer market: “Enjoy”, “ZigZag”, “Car2Go”, “Share ‘n Go” and the public service “carsharing mobilità” more similar to a car-rental. Here is a glancing info-picture.
7.2.3 Long term point to point trip sharing: Tuscany, Italy: BLABLACAR case study

BlaBlaCar popularity in Italy is well known. The company has 2,5 millions of registered users and boasts 1.5 billions of offered kilometers in 5 years of activity in Italy. The service is increase at the rate of 200-300% per year and the main reason why it is still chosen is because it represents the best choice with respect not to cab but to trains. Is a fact that Italian high-speed trains work well for the mainstream routes connecting two or more large cities with few intermediate terminal stops. However minor railway routes connecting the cities to countryside or countryside to countryside are still too much expensive and, first of all, still too much time consuming due to the typical hard Italian geographical topology and the twisting railways. An example: Milan-Massa by train costs 32 Euros ant it takes more than 3 hours and half. A Blablacar shared trip for the same route would costs around 35% of that train cost and it will takes just 2 hours from point to point.

Tuscany is in fact one of the main business market for blablacar and one of the main Italian route with several main attracting cities and a lot of countryside town and villages to connect. A perfect case study to test efficiency of car sharing with respect to trains.

7.3 About the supply developing of the plug-in electric vehicles

Some definitions and some history

A “Hybrid” vehicle is intended to be any vehicle that has two main sources of energy that generally works in synergy, but just a one-way main refueling method, usually by fossil propellent. A “Plug-in” vehicle is a mono- or bi-fuel vehicle, that at least one of its source of energy is a rechargeable electric battery pack. So, we can tell a “Hybrid Plug-in” vehicle from a “Full Electric” vehicle by the number of refueling way we have.

In this section, we will investigate several factor that can lead use to an inference about the market growing of the plug-in electric vehicles such as:

- Number of free charging urban point in the analyzed areas related to the total number of circulating vehicles in that areas.
- Number of charging points where to charge vehicles, in the analyzed areas (from 4,5 kW up to 7,0 kW)
- Number of charging station in the city/path.
- Economical eco-incentives pro-capite
- Difference between the cost per kilometer from Plug-in Vehicles and other propellent vehicles (CH4, GPL, Gasoline, Diesel)

The goal of this section is to enrich the time-path information given by the dataset with a further glance of the cost of the technology in order to achieve the 3rd goal of the pilot project.

7.3.1 Case study: London

The UK zap-map is certainly the most complete and user-friendly web platform to locate electric charging point in the country (ZAP MAP); we collect some data regarding the London scenario:

- Total amount of charging point in the area: Around 3500 (21% of total UK charging point)
- Size of the circulating park: 2.6 millions of vehicles (last update 2015 as previously shown according to BBC)
- Vehicles/charging point ratio: Around 750
- Costs of in-house energy charging (from 4,5 kW up to 6,0 kW): Currently the cost for in-house charging is 0.18 Euro per KWh including taxes and distribution, for in-house charging. (see the picture below).
- Economical eco-incentives pro-capital:
  - Purchase grants: 5000 up to 9000 Euros
  - Company car tax: 4% up to 8% less than a diesel
  - Private installation costs: 75% off of for private installation at house or work
  - Complete exempt from annual road tax.
- Difference between the cost per kilometer from Plug-in Vehicles and other propellent for vehicles (CH4, GPL, Gasoline, Diesel):
  - GASOLINE (MINI-HYBRID):
    - Average Price per liter : 1,34 Euros
    - Urban Average Fuel Efficiency : 17 (21) km/liter
    - Average Cost per 100 kilometers : 7,88 (6,38) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,3 Euros
  - DIESEL (Blue):
    - Average Price per liter : 1.40 Euros
    - Urban Average Fuel Efficiency : 19 (22) km/liter
    - Average Cost per 100 kilometers : 7.36 (6,36) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 1,8 Euros
  - CH4 :
    - Average Price per kg : --
    - Urban Average Fuel Efficiency : 18 km/kg
    - Average Cost per 100 kilometers: --
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - GPL :
    - Average Price per liter : 0,68 Euros
    - Urban Average Fuel Efficiency : 13 km/liter
    - Average Cost per 100 kilometer : 5,23 Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - FULL ELECTRIC :
    - Average Price per Kwh : 0,18-0,33 Euros (depending to low-fast charging)
    - Urban Average Fuel Efficiency : 55 Km/Kwh
- Average Cost per 100 kilometers (flat-land) : 0.65 up to Euros
- Average Maintenance Costs per 100 kilometers : 0.05

![Electricity Prices in Europe 2017](image)

Figure 25: Mean cost of electricity per KW in EU countries. [Eurostat 2018]

7.3.2 Case study: Rome

We also collect some data regarding the Rome scenario:

- **Total amount of charging point on the urban area:**
  - Currently Roma has about 120 charging point in the urban area an about other 12 in the neighboring that is going to increase to 12880 charging point till 2020 according to the “NUOVO PIANO GENERALE DEL TRAFFICO URBANO DI ROMA CAPITALE” (new general urban mobility plan for the metropolitan city of Rome).
  - Some of the charging points will be “free charging point” depending to private dealer policy. We don’t know the exact number of free charging point but currently it should be around 5-8 %.
  - According to the plan Roma will have at least a 4:1 ratio between slow- and fast-charging points by 2020.
  - The plan provides a parcellization of the urban area that will lead that 60% of the charging point will be equally distributed according to the urban mobility plan, with a density of 40 point per area of 300 meters of diameter, and the remaining 40% up to providers.
- **Size of the circulating park:**
  - Around 1780000 vehicles (Automobile Club Italia (ACI)) with respect to 2678000 vehicles of the whole province of Rome.

- **Circulating vehicles/charging point ratio:**
  - 130-140 by 2020 in metropolitan city of Rome

- **Costs of in-house energy charging (from 4,5 kW up to 6,0 kW):**
  - Currently the cost for in-house charging is 0.24 Euro per KWh including taxes and distribution fees that can reach 0.32 Euro in case of high power fast-charging (6 kW).
  - That is less with respect to Germany but is certainly more than UK mean value. (see the picture in the previous section).

- **Economical eco-incentives pro-capite:**
  - Electrical vehicles owners do not pay annual circulation tax for the first 4 years, and just 25% of the total amount starting from the 5th year. The annual circulation tax spans between a mean value of 200 Euro to 600 Euros per year depending on vehicles nominal power.
  - In several zones of Rome parks are free, that means a saving of about 380-960 Euros per year
  - Grants for electrical vehicles purchasing of about 2000-45000 Euros
  - Access to the urban center with no limitation due to fueling type

- **Difference between the cost per kilometer from Plug-in Vehicles and other propellent for vehicles (CH4, GPL, Gasoline, Diesel):**
  - **GASOLINE (MINI-HYBRID):**
    - Average Price per liter: 1,75 Euros
    - Urban Average Fuel Efficiency: 17 (21) km/liter
    - Average Cost per 100 kilometers: 10,30 (7,40) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,3 Euros
  - **DIESEL (Blue):**
    - Average Price per liter: 1,60 Euros
    - Urban Average Fuel Efficiency: 19 (22) km/liter
    - Average Cost per 100 kilometers: 8,50 (7,30) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 1,8 Euros
  - **CH4:**
    - Average Price per kg: 0,90 Euros
    - Urban Average Fuel Efficiency: 18 km/kg
    - Average Cost per 100 kilometers: 5 Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - **GPL:**
    - Average Price per liter: 0,70 Euros
    - Urban Average Fuel Efficiency: 13 km/liter
    - Average Cost per 100 kilometers: 5,40 Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - **FULL ELECTRIC:**
    - Average Price per Kwh : 0,25-0,42 Euros (depending to low-fast charging)
    - Urban Average Fuel Efficiency: 55 Km/Kwh
    - Average Cost per 100 kilometers (flat-land): up to 0,99 Euros
    - Average Maintenance Costs per 100 kilometers: 0.05
7.3.3 Case study: Tuscany, Italy

We also collect some data regarding the Tuscany scenario:

- **Total amount of charging point on the regional area:**
  - Currently Tuscany has about 310 charging point in the urban and extra-urban area, we don’t have any other information regarding how this number will rise by 2020. Otherwise Tuscany is certainly one of the main focal area involved in the national plan for charging point installation that will provide 14000 electric charging point by 2022 all over Italy.
  - Some of the charging points will be “free charging point” depending to private dealer policy. We don’t know the exact number of free charging point but currently it should be around 5-8 %.
  - Currently Florence is the first Italian city for charging point/circulating vehicle ratio

- **Size of the circulating park:**
  - Around 2.378.000 vehicles (Automobile Club Italia (ACI))

- **Vehicles/charging point ratio:**
  - Currently: 7600, trending to 170-150 by 2022

- **Costs of in-house energy charging (from 4,5 kW up to 6,0 kW):**
  - Currently the cost for in-house charging is 0.24 Euro per KWh including taxes and distribution fees that can reach 0.32 Euro in case of high power fast-charging (6 KW). That is less with respect to Germany but is certainly more than UK mean value. (see the Fig. 1).

- **Economical eco-incentives pro-capital:**
  - Electrical vehicles owners do not pay annual circulation tax for the first 4 years, and just 25% of the total amount starting from the 5th year. The annual circulation tax spans between a mean value of 200 Euro to 600 Euros per year depending on vehicles nominal power.
  - In several zones of Rome parks are free, that means a saving of about 380-960 Euros per year
  - Bonus for electrical vehicles purchasing of about 2000-45000 Euros
  - Access to the urban center with no limitation due to fueling type

- **Difference between the cost per kilometer from Plug-in Vehicles and other propellent for vehicles (CH4, GPL, Gasoline, Diesel):**
  - **GASOLINE (MINI-HYBRID):**
    - Average Price per liter: 1,75 Euros
    - Non Urban Average Fuel Efficiency: 24 (27) km/liter
    - Average Cost per 100 kilometers: 7,3 (6,4) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,3 Euros
  - **DIESEL (Blue):**
    - Average Price per liter: 1,60 Euros
    - Non Urban Average Fuel Efficiency: 25 (27) km/liter
    - Average Cost per 100 kilometers: 6,5 (6,0) Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 1,8 Euros
  - **CH4:**
    - Average Price per kg: 0,90 Euros
    - Non Urban Average Fuel Efficiency: 26 km/kg
    - Average Cost per 100 kilometers: 3,5 Euros
    - Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - **GPL:**
- Average Price per liter: 0,70 Euros
- Non Urban Average Fuel Efficiency: 20 km/liter
- Average Cost per 100 kilometer: 3,3 Euros
- Average Maintenance Costs & mechanical parts wearing per 100 kilometers: 2,0 Euros
  - FULL ELECTRIC:
    - Average Price per Kwh: 0,25-0,42 Euros (depending to low-fast charging)
    - Non Urban Average Fuel Efficiency: 48 Km/Kwh
    - Average Cost per 100 kilometers (flat-land): up to 0,875 Euros
    - Average Maintenance Costs per 100 kilometers: 0.05

7.4 Related Open Data


UK Collision Map. URL: https://data.gov.uk/dataset/cb7ae6f0-4be6-4935-9277-47e5ce24a11f/road-safety-data
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8 Market Analysis – the Healthcare Business Case

The Market Analysis started with a clear definition of the specific Healthcare Business Case to be addressed by Track&Know. The following steps were required to outline the Scope:

- Description of the health care service under consideration at Royal Papworth Hospital, as well as the components that will be subject of analysis
- Description of the health service business case
- Questions to be answered with the BD analytics
- Description of the contribution of BDA beyond the current state of the art
- Description of the impact (national, international) and relevance to healthcare business cases in other domains
- Clarification as to what is out of scope

As a next step the current state of the art in health care analytics was examined, as well as available tools and methodologies to answer the specific business questions.

Subsequently, other business domains that might have similar business questions and analytical needs were examined, along with tools and methodologies deployed there, which might serve as a benchmark for the healthcare business case.

Finally, relevant open data sources were sought in order to add value to the analytics of RPH’s data.

Several Methodologies to define the scope and extract the market information were deployed in parallel:

- Analysis of written service descriptions provided by RPH
- Interviews of RPH staff
- Desktop research to gain a general understanding of the service at global scale, keywords..., results
- Desktop research (publications, websites, online textbooks) to gain an understanding of: current analytics deployed in similar health services, use of BD in health services, use of BD outside the health domain but for comparable business questions, open data sets available.
- Activation of partner networks to provide expertise and request for information from e.g. NHS Digital, CCG, Societies, HOPE.be (European Hospital and Healthcare Federation)

8.1 Healthcare Service Description

8.1.1 The Medical Condition

Obstructive Sleep Apnoea syndrome (OSAs) is a prevalent chronic sleep-related disease, associated with a varying degree of upper airway collapse during sleep. If not diagnosed and treated OSA can lead to the development of cardiovascular and cerebrovascular disease, diabetes and increased mortality, as well as to an increased risk of Motor Vehicle Accidents (MVAs). Due to daytime sleepiness people with the condition are up to 5 times more likely to be involved in motor vehicle accidents (MVAs) than people without the disorder.

Reported estimates of prevalence vary due to variable study approaches. A systematic review (Myers et al. 2013) estimated a prevalence range of 2 to 14 percent. The incidence and prevalence of OSA have been increasing in most developed countries due to rising rates of obesity (Peppard et al. 2013, Young et al. 2009). In the UK for example the proportion of the population recorded as obese has risen from 15% in 1993 to 27% in 2015. OSA affects an estimated 1.5 million people in the UK, up to 50% are undiagnosed, therefore untreated.

In short, OSA is currently a significant health care burden in the UK, for individuals, for the NHS, and for society as a whole. This burden can be decreased if diagnostic services could be provided in a timely
manner where they are most needed, to allow initiation of treatment. The mainstay of treatment in the UK is a home device, which provides continuous positive airway pressure (CPAP) during sleep time, as recommended by the National Institute for Clinical excellence / NICE in 2008.

With effective treatment the symptoms of OSA can be reversed with improved cognitive function (Dalmases et al. 2015) and reduction in blood pressure in some individuals (Pedrosa et al. 2013). The risk of MVC’s has been shown to return to baseline with effective CPAP treatment (George et al. 2001). The impact on reduction of risk of cardiovascular and cerebrovascular morbidity and mortality needs further studies (McEvoy et al. 2016).

8.1.2 The Obstructive Sleep Apnea / OSA Service

OSA services in the UK

The provision of services for the diagnosis and management of the condition is not equitably distributed around the country. In many cases, the service is less well developed in areas where the risk of the condition as calculated by the demographics of the population, is highest (Rejón-Parrilla et al. 2014). As it is deemed necessary for service planning, the relative risk of OSA across the UK has recently been estimated and plotted geographically (BLF OSA Toolkit). Local population datasets were used to calculate relative risk for each of the health areas across the four nations (Clinical Commissioning Groups (CCGs) in England, Health and Social Care Trusts (HSCTs) in Northern Ireland, NHS Health Boards (HBs) in Scotland and Local Health Boards (LHBs) in Wales). For more details visit the website: https://www.blf.org.uk/support-for-you/obstructive-sleep-apnoea-osa/health-care-professionals/risk-and-sleep-services-map. In addition to the risks the map (see Figure 26) also shows the locations of known NHS sleep clinics, and colour codes them according to the type of sleep study undertaken there if known. The total number of identified sleep units was 289. There were large differences in the number of available sleep centres per health area, ranging from no sleep centres in 66 health areas to 9 in one large urban area. Some people in areas without sleep centres live close to an urban area and therefore have a short travel distance to access sleep services. Others, specifically in more rural areas or islands, where the population tends to be older and more likely to have OSA, have far greater distances to travel.

The provision of care in the UK has struggled to keep up with the increasing number of patients presenting for diagnosis both through increased prevalence of the disorder but also increased awareness. The NHS publishes median waiting times for 15 categories of diagnostics including, for example, endoscopies and radiological tests. In the 6 months from August 2017 to January 2018 sleep studies had the longest wait of all 15 categories (NHS Statistics).

OSA services at Royal Papworth Hospital / RPH and region

The Respiratory Support and Sleep Centre (RSSC) at RPH is one of the largest in the UK and was the first, and remains one of only two, to be accredited by the European and British Sleep Societies as a mark of the quality of its service. Striving to go beyond state of the art and having observed potentially significant efficiency gaps, RPH intends to use the Track&Know platform to obtain service delivery analytics in an innovative and more informative way. The medical business case will focus on the effective delivery of the diagnostic service, which comprises the main activity of the interaction between the health care system and patients in OSA and where efficiency gains will be measurable (KPI 1: reduction of unnecessary travel, KPI 2: improvement of service response times).

The diagnostic service is managed in a network with the following geographic layout:

<table>
<thead>
<tr>
<th>Type of Site</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central site RPH</td>
<td>1</td>
</tr>
<tr>
<td>Outreach sites (clinics)</td>
<td>7</td>
</tr>
<tr>
<td>GP practices</td>
<td>13</td>
</tr>
</tbody>
</table>
Figure 26: OSA risk map (source: https://www.blf.org.uk/sites/default/files/BLF_OSA_Map_A4_UK_Overall_Weighted_Clinics_o.pdf).
In order to perform the initial diagnostic test, a patient has to travel from home or work to be seen at one of the OSA service sites and has to be prescribed a wearable monitoring device, which he/she takes home, to measure the oxygen saturation during sleep for one night. The device has to be then brought by the patient from home back to one of the sites, the results are downloaded for evaluation by medical staff and a decision is made regarding need for further investigations or need for treatment. Depending on patient case, at some point later this same diagnostic test has to be repeated, i.e. the patient needs to be prescribed a test with a wearable monitoring device, which he/she picks up, monitors overnight, returns etc. This set of activities may have to be performed in regular intervals in some patients, this is especially true for DVLA (annual test repeats for heavy vehicle drivers and 3 yearly for other drivers).

The OSA service has three different types of diagnostic monitoring devices, two of those types are portable:

Device type 1 /DT1 = 160 (pulse oximeter, small)  
Device type 2/DT2 = 6 (respiratory polygraphy, medium size, portable)

The devices are not stored in one place, rather they move around depending on perceived demand. However currently their storage and distribution across different sites is not based on precise analytics, therefore there are always devices that are not in use. At the same time some patients wait for devices to become available in order to pick them up, take them home and have the sleep study.

In order to save too long trips for patients, medical staff from Papworth Hospital are rostered to provide outreach clinic services at an outreach site in regular intervals. That means on certain days staff moves to the outreach clinic sites to see patients. However, this rostering is not necessarily aligned with the regional demand. At the same time, decisions on which patient should drive from his address to which clinic are managed in a reactive manner, depending on where the staff is rostered for appointments as well as on the available device location and the return location instructions for the result reading.
In summary, currently the service-staff-device-patient locations are matched manually and there is no business intelligence in the system to determine the best possible locations to save unnecessary travel and reduce waiting time for device availability and diagnosis.

Technically speaking, the OSA service entails movements of multiple subjects and objects across multiple locations to specific “events”. The movements are currently captured by event logging (doctors, appointments, locations, patients, devices) and there is need for visualization of the service.

Track&Know aims to capture these movements within the OSA service by applying visual analytics and big data tools. From September 2018 the VA will be aided by the provision of GPS location signals to track the DT1s.

This will enable the design and validation of a real-time model, which will also allow simulation of effectiveness of variations of the service flow, as well as predictions for need and recommendations for most effective deployment.

The models should be scalable to deploy at national and international scale, after successful validation at regional scale.

8.1.3 The Economic Significance of OSA

This section summarizes cost figures published by the British Lung Foundation in the BLF OSA Toolkit.

Once diagnosed, OSA is relatively easy to treat, and its treatment has been proven to be cost effective. For many years, research has shown that treatment is associated with better outcomes for the individual and for society. And yet, only an estimated 330,000 adults are currently being treated in the UK, out of an OSA population of 1.5 million. As evidenced by the long waiting times mentioned in the previous section, the diagnostic services are the bottleneck.

Treating OSA would save the NHS millions of pounds. The estimated annual savings to the NHS in the UK would be £28 million and 20,000 extra QALYs (quality-adjusted life years), if all people with moderate to severe OSA were to be diagnosed and treated, compared with the current estimated level of treatment of 330,000 adults. These estimates of NHS cost savings are due to reductions in consequential acute events (including stroke, cardiovascular events and road accidents) resulting from treatment with CPAP.

OSA is not just a risk for the individual, but also to society as a whole due to the increased risk of serious accidents that lead to fatalities, lifelong disability, emotional distress and broader societal costs (BTS 2014). One fatal accident is estimated to cost approximately £1.5 million to society (Mackay et al.2010). Sleepiness accounts for around 20% of all road collisions and many of these are likely to be caused by people with undiagnosed OSA. It is estimated that if everyone likely to have moderate to severe OSA in the UK were treated, this could result in 40 000 fewer road accidents each year relative to the current level of treatment. As some of these accidents result in injury or even fatality, the health gains are considerable.

The impact on future savings is even bigger if one takes into account that the prevalence of OSA will rise in the coming years, particularly due to an increasing prevalence of obesity and the increasing age of the UK population.

8.1.4 Questions to be answered with BDA

- Does the historical data set provide evidence for ineffective service flow, e.g. mismatch between demand and device and clinic availability?
- Would a different device management model be more effective to improve device availability and travel distances for pickup/drop-off by patient, as well as actual device transportation distances (e.g. by nurses, couriers)?
- Can the schedule and frequency of outreach clinics be modified to better fit demand and travel distances (both of patients and staff).
• Would different clinic locations provide a more effective service (measured by a higher number of patients seen compared to the optimized number in the current service settings).
• Does the number of new patient referrals correspond to the areas of high need?
• Do patients from affluent areas (by postcode) of one town have better access to services than patients from less affluent areas of the same town?
• By how much can the waiting times for diagnosis be reduced by optimization of device and clinic availability, given the current staff and device numbers?
• What is the minimum staff and device number needed to provide a service without waiting times?
• What are the savings from shortening of travel distance, as well as the environmental impact on CO2 emissions.
• Does waiting time and travel distance shortening impact on patient satisfaction?
• Can Track&Know propose an improved service flow and delivery model, which can be scaled and implemented nationwide?

While some of the above business questions could be answered by applying existing business intelligence methods, it is important to point out that currently there is no model that would allow answering all questions en bloc and testing different models of care via simulation. By visualizing the service flow in context of prevalence and needs, T&K takes operational research in the health domain beyond the state of the art. In addition, the application of big data tools in T&K will enable simulations of service flows, predictions, as well as adjustments of service response based on real-time demand and capabilities.

8.1.5 Out of scope

It is important to understand the limitations of scope and these pertain to the differences between service decisions and medical treatment decisions. While the T&K model will inform the OSA service administrator about effective service flow and will lay the foundation for decision support points regarding service optimization, it is outside the scope of this project to provide analytics for medical decision-making. For example, one research question could be: Can the referral information/patient profile and/or the monitoring output help predict the patient case management in order to make further savings, e.g. a patient with specific profile that predicts that he is unlikely to have a conclusive result from the mobile device and hence should not waste time and travel, the diagnostic test should be done in the sleep lab in the central site.

While T&K will deploy machine learning, it will serve the purpose of operational decision support. Creation of medical decision support would be a future step, i.e. after the T&K platform has been deployed and validated. Although BDAs are used increasingly for clinical pattern recognition and decision support, it is necessary as a first step to build the actual system, which will visualize the service and model different flows in order to gain better understanding. After that, the decision points can be inserted and the algorithms to capture medical decision making can be provided.

8.2 Current State of the Art in Health Service Flow Analytics, Available Tools and Methodologies

Health service managers have a rather low awareness of what BD analytics and VA can offer, and the adoption of operational research solutions in healthcare is in general disappointingly low (Brailsford et al. 2009).

System flow improvement has a crucial role to play in driving up service quality and productivity. The importance of flow is increasingly recognised by practice leaders and policymakers throughout the UK. For example, there have been recent flow improvement programmes in both Scotland (NHS Scotland) and Wales (1000 Lives). The concept of improving flow is also referenced nationally and locally, across
the UK, in strategies for service configuration and for tackling emergency and elective access challenges (Monitor). Where providers have been able to match capacity and demand and enable better flow between departments and organisations, there have been impressive results. However, to date, virtually all attempts to improve flow have focused on single organisations or pathways (Fillingham et al. 2016).

Most of the improvement work relates to in-hospital services and not to the provision of a multi-site service with multiple moving components, such as the OSA service. Our research has not identified any application of visual analytics for service flow improvements. Some common approaches that have been used in the UK and other countries to understand flows across complex organisations or care journeys with many variables and interrelationships are described below.

**Simulation and modelling**

Simulation and modelling of patient or service user flow can provide insight into where bottlenecks occur in a health care system. They allow service planners to evaluate the benefits and pitfalls of potential improvements before enacting them.

In health care, simulation and modelling approaches have been used to manage bed capacity, schedule staff, manage admission and scheduling procedures, and to test the value or functionality of new initiatives and services before they are implemented. For example, a Swedish hospital has used a simulation model to support discussions about the resources, capacity and work methods that would be required on a maternity ward that was shortly to be built.

**Value stream mapping**

Value stream mapping (VSM) is an approach that produces a visual map of a system or process. It is often used by multidisciplinary teams to improve processes as part of lean/continuous improvement projects.

Using VSM, a team can produce a visual map of the ‘current state’, identifying all the steps in a patient or service user’s care journey. The team then focuses on the ‘future state’, which often represents a significant change in the way the system currently operates. Of course, this also means that the team needs to develop an implementation strategy to make the future state a reality.

Using VSM can result in streamlined work processes, reduced costs and increased quality and this method has been included in the NHS guidelines (NHS-III, NHS-SQI).

As an example of applying VSM in practice should be mentioned that in Ireland, researchers used lean principles and the theory of constraints to identify bottlenecks in patient journeys through A&E. For each stage of the patient journey, average times were compared and disproportionate delays were identified using a significance test. A value stream map and the five focusing steps of the theory of constraints were used to analyse these bottlenecks (Ryan A et al, 2013).

**Queuing theory**

Queuing theory, or the study of waiting lines, or queues, can help to understand and address mismatches between service demand and capacity. Usually a mathematical model is constructed to help predict queue lengths and waiting times. Historical data are analysed to explore how to provide optimal service while minimising waiting, thus providing an objective method of determining staffing needs during a specific time period. Popular in other industries, queuing theory has also been used in health care, particularly by hospitals wanting to understand waiting times for unscheduled care or the time spent waiting for specific equipment, surgery or laboratory results. It is also applicable to wider systems of care or transitions.

For example, a hospital in England used queuing theory to analyse one year’s worth of data to help understand the practical challenges associated with variation in patient demand for services and length of stay Allder et al, 2010). The analysis found that daily bed shortages are mostly influenced by
the timing of arrival and discharge of patients with a short length of stay, and that bed shortages around holiday periods are not due solely to increased demand, but also a reduction in staff and service capacity in and out of hospital around these times.

The adoption of Operational Research / OR solutions in healthcare is, in general, disappointingly low. Although in some organisations a great deal of data is being generated, they are not translated into actionable knowledge or effective organisational responses (Dixon-Woods et al, 2013).

There are a similar set of problems faced in patient transport services, with the scope to balance patient journey times, aggregated route lengths and the times between drop-off (pick-up) and the start (end) of patient appointments (Bowers et al, 2012).

**Location and allocation modelling**

The geographical placement of health services can influence access, use and equity in health service delivery. Location and allocation modelling enables different options for the placement of clinics, ambulance stations etc. to be evaluated in terms of the average distance or time travelled by patients to access services or the proportion of demand a population that lies within a certain distance or travel time of a service. It also permits the optimal placement of one or more clinics within a region to be determined (Li et al, 2012), although this is one area where it cannot always be assumed that an agreed and explicit objective function exists. The availability of sophisticated GIS systems has enabled the development of location models that incorporate time-varying patterns of demand and journey times.

Although notions of services having mutually exclusive geographical catchment areas are not consistent with current policies concerning patient choice, allocation modelling still has useful insights to offer, particularly for non-elective services and when patient journey times are considered to influence strongly choices by patients as to which services to use. We provide in Figure 28 and Figure 29 below two examples for location modeling (ORAHS07).

---

**Figure 28:** Location modeling facilities vs. demand

---
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Modelling remains however an alien form of evidence to many in the health service and to other academic disciplines and creative work to improve the communication of what modelling is and how it differs from other research methods is needed.

8.3 Other business domains with similar business questions

In the current chapter we are going to provide a relevant example from another business domain with similar business questions, that has applied specific mathematical and geographical models to meet the needs.

**Bike Sharing**

Bike-sharing, or public bicycle programs, have received increasing attention in recent years with initiatives to increase cycle usage, improve the first mile/last mile connection to other modes of transit, and lessen the environmental impacts of our transport activities. Originally a concept from the revolutionary 1960s, bike-sharing’s growth had been slow until the development of better methods of tracking bikes with improved technology. This development gave birth to the rapid expansion of bike-sharing programs throughout Europe and now most other continents during this decade. Today almost 1,000 bike sharing schemes exist and the market is expected to grow by 20% by 2020. See Figure 30 (Roland Berger) for global presence overview.
Successful examples of Bike Sharing schemes in Europe are Santander Cycles in London, Bicing in Barcelona and Velib in Paris.

**Basic Bike Sharing Models**

During the evolution of Bike sharing throughout the years two basic sharing models have dominated in the market, trying to cope with specific network developing problems.

a) **Free-Floating Bike sharing**: This solution refers to Inner-city rentals without any fixed pick-up points within a defined urban area, where bicycles can be picked out and dropped off at any intersection and the transaction can be performed usually by phone or app.

b) **Station-based bike sharing**: This model includes Inner-city rental of bicycles from specific pick-up points where people can rent and return the bikes to these specified pick-up points and the transaction can normally occur at a user terminal at the station or by app. This model is similar to the envisioned OSA oximetry management model in T&K.

**Challenges risen and problem-solving methods on establishing a Bike Sharing Network**

In order for the operators to meet with the above key factors in a successful way, and especially with the first problem of “where should they situate the dock stations and how to develop the bike lanes network”, they have to use several mathematical and geographical methods and models. The most widely known and used of the mentioned methods are queuing networks (queuing theory) and location and allocation method. In the following paragraphs the two methods are described providing also an overview of the problems they were used to provide solution.

**Queuing Theory**: The main objective of this theory is to reduce the average time a customer spends in the system, focusing on customer wait time as well as other areas that can be improved. For design and operations of the bike sharing systems, it has become a basic and interesting topic to assess and ensure the quality of service from a user’s perspective. In general, the quality of service of a bike sharing system may be evaluated from two basic points: (a) The bike non-empty. Some bikes have been parked at the stations such that any arriving customer can rent a bike from his entering station. (b) The parking non-full. Some parking places (or lockers) become empty and available so that a rider can immediately return his bike at a destination station. Based on the two points, the bike-empty or parking-full stations are called problematic stations, while the probability of problematic stations can be used to measure the quality of service of the bike sharing system. In general, computing the
probability of problematic stations is always very difficult and challenging. On the other hand, it is worthwhile to note that recent interesting research of bike sharing systems is also related to the probability of problematic stations. In this case, the queuing theory should be one of the best approximate methods for understanding dynamic behavior of more general bike sharing systems.

**Location and Allocation Method:** This method is widely used in bike sharing business in order to determine potential locations for docking stations in the selected area. The main objective is, to locate specific sites for bike-share stations out of several candidate locations based on demand, using a geographic information system (GIS), more specifically by making use of a location-allocation analysis. The entire process from inputting data to performing a multi-criteria analysis can be summed up in 4 generalized steps:

1. **Find facilities:** meaning to locate potential sites for bike-share stations.
2. **Determine demand:** locate demand for the service.
3. **Define barriers:** define any point/line/polygon barriers.
4. **Calculate result:** find the best locations.

The outcome is usually a map with the most appropriate locations for siting bike sharing docks. This analysis could be much more detailed depending on the result we target to e.g. general population, tourists, working group, nighttime population, daytime population.

### 8.4 Related Open Data

The following open data sets have been identified as sources of information relevant to the medical pilot.

- [http://geoportal.statistics.gov.uk](http://geoportal.statistics.gov.uk). The Open Geography portal from the Office for National Statistics (ONS) provides free and open access to the definitive source of geographic products, web applications, story maps, services and APIs. All content is available under the Open Government Licence v3.0, except where otherwise stated.
- [https://ons.maps.arcgis.com/home/item.html?id=726532de7e62432dbc0d443c22ad810f](https://ons.maps.arcgis.com/home/item.html?id=726532de7e62432dbc0d443c22ad810f). NHS Postcode Directory UK Full (May 2018). This contains a table 'CCG names and codes' and the dataset possibly allows to get the number of addresses in each CCG. Coordinates are not specified (see also property constraints on 'Ordnance' and 'Royal Mail' data. Hence synthetic disaggregation will be required. Caution: the documentation mentions 195 CCG's instead of 211 CCG's, requires further clarification.
- [https://census.ukdataservice.ac.uk/use-data/guides/boundary-data.](https://census.ukdataservice.ac.uk/use-data/guides/boundary-data). UK Data Service: Census Support Guides (manuals) about the use of "digitised boundary datasets". These contain "Ordnance" data, clarification is required which of those are publicly available.
- [http://www.nomisweb.co.uk/census/2011/origin_destination](http://www.nomisweb.co.uk/census/2011/origin_destination). Origin–destination data (also known as flow data) will include the travel–to–work and migration patterns of individuals,
cross-tabulated by variables of interest (for example occupation). Uses "local authority districts", requires alignment with the codes used in the CCG tables.


- https://www.ornancesurvey.co.uk/business-and-government/products/addressbase.html. Supplies an address database but it is not open/free (could have been useful for address disaggregation).

- http://results.openaddresses.io/. Street address databases for most countries, unfortunately excluding UK, but could be used for the expansion of the validation beyond the UK.


- http://geoportal.statistics.gov.uk/datasets/rural-urban-classification-2011-of-ccgs-including-population-in-england. Rural Urban Classification (2011) of CCGs including population in England. CCG’s are classified according and for each CCG the population is specified for multiple rural and urban type parts separately (may be useful for predictions). However, no geographical data are provided to describe the parts. file=Rural_Urban_Classification_2011_of_CCGs_including_population_in_England.csv.


The open data list above may be expanded further as required.
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9 Market Analysis – the Transport Business Case

The rapid progress of information and telecommunication technologies have resulted in major leaps in transportation data collection and management practices. Connected and automated vehicle systems exploit these technologies resulting the potential to enhance fleet operations, transform transportation system management, improve data collection methods and modify the transportation data exploitation. For example, in a request for information (RFI) about the Connected Vehicle Pilot Deployment Program issued by the US Department of Transportation (USDOT), “data” was the most frequent word that appeared summed across all responses\(^3\) (Figure 31).

![Figure 31 ‘data’ as the most frequently used word in connected car RFIs.](image)

9.1 Big Data in the Transport Industry

Big data is a term used for very large data sets that have more varied and complex structure. These characteristics usually correlate with additional difficulties in storing, analyzing and applying further procedures or extracting results. Big data analytics is the term used to describe the process of researching massive amounts of complex data in order to reveal hidden patterns or identify secret correlation. Big data sets generally have some or all of following features:

- Digitally generated
- Passively produced
- Automatically collected
- Geographically or temporally trackable
- Continuously analyzed

Thanks to on-board devices, sensors, and wireless connectivity, big data have been expanding into the automotive and transportation sectors. For example, the automotive industry is using big data to improve operational efficiency in designing, building, and servicing vehicles. Transport operators are also increasingly connecting data from vehicles and people’s behavior to the data about the environment in which the vehicle is operating (weather, traffic, hazardous situations, etc.). Furthermore, the transport sector’s increasing ability to track the location of mobile devices has enabled both the monitoring of traffic to save time and reduce congestion.

For example, the trucking industry is using telematics and electronic on-board recorders (EOBRs) to collect data and communicate in real time to improve safety and operational performance. The future of big data in trucking will be cross-referencing real-time driver data with data on weather, parking availability and traffic delays to deliver information to the driver as quickly as possible. Many of these applications are already providing encouraging and potentially lucrative results. Many transportation

3 “Connected vs. Automated Vehicles as Generators of Useful Data”, Center for Automotive Research, Michigan Department of Transportation, September 2014
agencies see big data and its applications as an opportunity to improve the management and operation of transportation systems, increase the accuracy of prediction, enable informed decision making, and optimize transportation services.

However, data collections are growing too fast, or are becoming too complex for existing information technology platforms to handle them. The challenges include capture, curation, storage, security, search, sharing, transfer, analysis and visualization. Track & Know has identified these needs and is developing specialized applications (Toolboxes), tailor-made to the specific needs of the Transport industries. In the remaining section we are focusing on Fleet Management domain which is one of the three Track and Know Demonstrators, the other two being: car insurance; and, healthcare telematics.

9.2 Fleet management systems

A modern Fleet Management system requires continuous real time monitoring and updates from the vehicles in order to achieve high efficiency and quick responses to the fleet owner and to the fleet operator. Vehicle monitoring uses Technologies such as mobile communications, GPS (Global Positioning System) and GIS (Geographical Information Systems), combined with information systems that are storing collected data and provide the applications to end users (customers). Such integrated systems help to track the position of the vehicle while it is operating to deliver the products.

The key areas are of a Fleet Management System are:

- Acquisition of data: Vehicles are equipped with an embedded device that is sending data regarding the current state of vehicle or any information other information collected during the vehicle operation. The geographic position is automatically captured from the embedded GPS receivers within the vehicle. Exact location can also be determined with the help of mobile phone operators mobile network positioning (Cell information)
- Communications: In order to receive and transmit information between the vehicle and the fleet operators data center wireless mobile technologies need to be employed, for example GPRS, 3G etc.
- Information management systems: These are systems that are responsible for the management of data received. Information is stored and kept for a long time period (1-3 years), providing records of positioning and vehicle information.
- Fleet Portal and applications. In turn, information is compiled by the application server and user interfaces that reflect the needs of the customer are used to deliver the Fleet Management Application. Fleet management application provide combination of various functions of operational control. The fleet applications to generate information that will help fleet operators to take informed decisions related to the proper planning of vehicles. Therefore, fleet application require a certain flexibility in order to adapt to different types of vehicle fleets. Also the fleet applications may need to integrate with a Enterprise Resource Planning applications already being used in the customers enabling new applications such as: purchasing, cost structuring, assets control, employee productivity etc. Additionally fleet applications may generate many reports, in an interactive form where the users can use whatever they think is important.
- Integration with enterprise systems, can improve fleet data to include information such as:
  - Tyres: Registration of tyres, shipping, movement and receiving of re-treads, evaluation of the tyre retread performance, number of retreads, statistics.

- Vehicles: Odometers and hour meters, insurance, documentation, traffic tickets, accidents and other events, vehicle age, Truck registration and truck spare parts etc.
- Fuel and lubricants: Controlling total fleet fuel costs can help streamlining and optimizing the fuel supply. There is also potential of checking the average consumption and to identify of abnormalities.
- Fleet production: Integration with highway "no-stop" toll type systems to reduce waiting time and with customers for informing them regarding their shipment. Record of travels, routes, driver, production by vehicle and customers.
- Preventive and corrective maintenance: Collect service orders which help in the integration with the storeroom, purchasing and parts control. Plans for predefined maintenance activities could also be carried out.
- Employees: registration of drivers, records, productivity, operators, salesmen, mechanics, traffic tickets, accidents, Control of documentation etc;
- Costs: Collect approximation of indirect costs and other costs per unit as they occur. Thus, maintaining a record of total cost of fleet ownership.

9.3 Driver behaviour and autonomous vehicles

The ‘driverless car’ concept has received a great degree of attention in recent years. In the UK, the government has pledged the testing of driverless cars since 2013. The future of autonomous vehicles is much favoured by the automotive industry and related stories are currently quoted in the media on an almost daily basis, promoting the plan to initiate the sale of ‘self-driving cars’ by 2020.

Still, from the research perspective, this domain has seen gradual development activities and the impact of such vehicles in the context of road traffic management research, is not yet well developed (Excell, 2013). The technology to design and implement such cars is already advanced and perhaps readily available, still, the challenge for researchers to ensure that the drivers of such vehicles are able to comprehend the capabilities and limitations of the systems in place, is not yet well developed.

Until now human factors research on vehicles automation mainly focused on the interaction with Automatic Cruise Control (ACC) systems. This research revealed that an increase in automation could reduce drivers’ awareness and decrease driver performance, especially during risky conditions (Endsley & Kaber, 1999). In recent years, a number of projects in this area (conducted mainly in Europe) have attempted to progress beyond the ACC, adding lane keeping assistance, for example, and transferring the degree of automation from function specific automation (Level 1) to combined function automation (Level 2) and also limited self-driving (Level 3). Projects that which have considered driver behavior implications in automated vehicles include CityMobil (see Merat & Jamson, 2009; Toffetti et al., 2009), InteractIVe (Hesse et al., 2011) and HAVEit (Happee et al., 2008). In Level 3 automation there is very limited understanding of drivers’ behaviour and performance. In these settings the driver needs to remain ‘in-the-loop’ and maintain his awareness in order to resume control to his driving, if required. Still, research on understanding the human factors of how drivers are involved in the “occasional control” of the vehicle and what constitutes “comfortable transition time” is currently very limited.

Track & Know will demonstrate driver behavior in traditional professional vehicle scenarios. Further to this, the consortium recognizes the evolving autonomous vehicle domain and the impact that operator behavior is having to the success of new commercial vehicles and monitoring solutions.

9.4 Vehicle control and driver assistance

The term ‘Vehicle Control’ refers to the set of tasks required to driving and manoeuvring a vehicle. Advanced electronic systems provide varying levels of assistance to drivers in carrying out these tasks.
Driver-assistance for vehicle control aims to reduce undesirable consequences that driver-only vehicle control can produce. For example road traffic accidents or wasted fuel can be reduced by vehicle control systems, since human factors such as different performance and competence levels vary between different drivers or in the same driver over time.

The increasing availability of information and control system technologies both within and external to vehicles provides the potential to compensate for inconsistent driver performance and decision making. So, the main users of Vehicle Control are the drivers of professional vehicles who use the equipped vehicles in their daily assignment. Driver-assistance functions are addressing the needs of:

- drivers of individual vehicles, providing driver assistance in critical situations;
- fleet operators, allowing for reduced wear and tear on vehicles and improved overall operating efficiency of their fleets;
- freight forwarders, improving reliability of service and reduced risks of transported goods;
- transport infrastructure operators, improving emergency responses, traffic efficiency, driver and road

Track & Know has recognized the gap for fleet management solutions to provide support for driver assistance and vehicle control feedback. Although this option is not within the scope of the project demonstrations, still it is a case that the project would be willing to consider during the exploitation phase.

9.5 Data collection and Open Data sources

Fleet management solutions depend on transportation data collection to support fleet operations and decision-making processes. Data collection starts with the logging and aggregation of vehicle generated data (see section 9.5.1). Vehicle data are stored in fleet systems databases where operational and financial KPIs are monitored. Ideally external data sources such as the rapidly developing intelligent transportation system’s technologies and new open data sources, would be correlated to deliver meaningful value-added services.

Track & Know has recognized this potential and will try to include access to open data sources via its Big Data Platform, making these sources horizontally available to all demonstrators in a common and efficient sharing method.

Key data principles for open data sources to be considered in the Track & Know Platform are summarised below:

- VALUABLE - Data are a core business asset that has value and are managed accordingly.
- AVAILABLE - Access to data is critical to performing duties and functions, data must be open and usable for diverse applications and open to all.
- RELIABLE - Data quality is acceptable and meets the needs for which the data are intended.
- AUTHORIZED - Data are trustworthy and safeguarded from unauthorized access, whether malicious,
  - fraudulent, or erroneous.
- CLEAR - Data dictionaries are developed and metadata established to maximize consistency and transparency of data across systems.
- EFFICIENT - Data are collected once and used many times for many purposes.
- ACCOUNTABLE - Timely, relevant, high quality data are essential to maximize the utility of data for decision making

5 Proposed by the American Association of State Highway and Transportation Officials (AASHTO)
In our days, the significant increase in the number of personal mobile devices and amount of crows generated information has created new dynamics of the transportation open data sources. The advancement of connected and automated vehicle technologies, as well as, the inclusion of various actors from the private, business, and public sectors) is creating key transformations with respect to big data in transportation.

9.5.1 Vehicle Data

Moving vehicles are increasingly used as data sources for numerous purposes. In a connected vehicle environment, the vehicle subsystem (VS) provides the sensory, processing, storage, and communications functions necessary to support efficient, safe, and convenient travel. These functions reside in various types of vehicles, including automobiles, and commercial, emergency, construction, maintenance, and transit vehicles. Advanced sensors, processors, enhanced driver interfaces, and other on-board units (OBU) are able to record and deliver the data through wireless networks.

The vehicle data may include basic vehicle measures, vehicle safety data, environmental probe data, vehicle diagnostics data, and vehicle emissions data. Specific data elements from connected vehicles include, but are not limited to:

- Vehicle type and characteristics (length, width, bumper height)
- Time stamp
- Speed and heading
- Vehicle acceleration and yaw rate
- Turn signal status
- Brake status
- Stability control status
- Driving wheel angle
- Vehicle steering
- Tire Pressure
- Traction control state
- Wiper status and run rate
- Exterior lights
- GPS status and vehicle position (longitude, latitude, elevation)
- Obstacle direction
- Obstacle distance
- Road friction
- Current and average fuel consumption
- Vehicle emissions data - measured emissions of specific vehicles comprised of exhaust pollutants including hydrocarbons, carbon monoxide, and nitrogen oxides
- Air temperature and pressure
- Weather information such as rainfall rate and solar radiation data
- Electronic Stability Control

In the case of Track & Know Fleet Management Pilot, the vehicle data provided to Toolbox developers are described in D6.1 “Pilot Specifications”.

9.5.2 Infrastructure Data

The infrastructure subsystem is a critical component of the connected vehicle environment. The subsystem is managed by the infrastructure operator and could provide data collected by roadside equipment (RSE) and traditional ITS equipment distributed along the roadways. Example equipment include traffic detectors, environmental sensors, traffic signals, highway advisory radios, dynamic
message signs, Closed Circuit Television (CCTV) cameras and video image processing systems, grade crossing warning systems, and ramp metering systems.

The infrastructure data may be available to Fleet Operators via open ITS data feeds, aiming to provide and exchange data related to road characteristics and conditions, intersection status, field equipment status etc. Specific data elements include, but are not limited to:

- Roadway characteristics
- Friction coefficient
- Road geometry and markings
- Road conditions
- Surface temperature
- Subsurface temperature
- Moisture
- Icing
- Treatment status
- Road surface weather conditions
- Air temperature
- Wind speed
- Precipitation
- Visibility
- Intersection status
- Current operational status Signal phase and timing
- Intersection geometry
- Approaching vehicle information (position, velocity, acceleration, and turning status)
- Field equipment status
- Dynamic message signs
- Variable speed limit signs
- Dynamic lane signs or control devices
- Ramp meters
- Parking information
- Location of parking facilities
- Spaces available

In the case of the Fleet management Pilot, Track & Know will not consider ITS feeds. However, in the case of data correlation big data services, open ITS data may be treated in a uniform way via the Track & Know Big Data Platform.

9.6 Transport Open Data Sources

Location intelligence is a methodology for transforming location data into business outcomes. Location data can be anything from addresses, latitude and longitude coordinates, or existing points, lines, or polygons. More and more business operators and government bodies are turning to open data and Location Intelligence to optimize current services while also preparing more sustainable solutions in light of anticipated burst of user generated content, information aggregation technologies and big data platforms.

The status of open transport data sources in Europe should be considered at both national and European level. At national level European countries such as UK\(^6\), Sweden, Finland\(^7\) and France have

\(^6\) [https://www.transportapi.com/](https://www.transportapi.com/)
released significant amounts of open transport data. On the other hand, countries such as Germany, Belgium, Austria, Switzerland, Poland and Portugal are not members of the Open Government Partnership\(^8\) (OGP) and appear to lack national level commitment to open data. Still, cities such as Berlin\(^9\) and Vienna\(^10\) have opened transport data locally. At EU level the Intelligent Transport Systems (ITS) Directive\(^11\) has addressed the release of open transport data across the Union, but with limited outcomes so far.

In this ecosystem, Track & Know acknowledges that correlation of open data sources with operational databases have the potential to deliver innovative new services. We single-out below examples of interesting open data sources.

**Open Street Map** - OpenStreetMap\(^12\) is built by a community of mappers that contribute and maintain data about roads, trails, cafés, railway stations, and much more, all over the world. OpenStreetMap emphasizes local knowledge. Contributors use aerial imagery, GPS devices, and low-tech field maps to verify that OSM is accurate and up to date. OpenStreetMap's community is diverse, passionate, and growing every day. Contributors include enthusiast mappers, GIS professionals, engineers running the OSM servers, humanitarians mapping disaster-affected areas, and many more. OpenStreetMap is open data: it is free to use for any purpose as long as OpenStreetMap and its contributors are credited. In the case of alterations or built-up upon the data in certain ways, the result may only be distributed under the same license.

**EC Urban Data Platform** - The European Commission’s Urban Data Platform\(^13\) is an open source tool facilitating data sharing and comparative research across the European Union. The platform’s interactive data visualizations provide users with ample information on a range of topics that can be explored at both local and regional levels. There is a section specifically on Transport and accessibility.

**French National Address Base** - French National Address Base\(^14\), is an open source database initiated by the General Secretariat for Modernization of Public Action (SGMAP), as a collaborative project. The database uses available open data from civil services and state agencies across France, including IGN, La Poste, Etalab, and OpenStreetMap France. It also invites citizens to contribute more accurate location data in an effort to improve emergency response times, facilitate more efficient public/private partnerships, and allow for more spatial analysis of under-utilized areas.

**Foursquare Developers** - The Foursquare API\(^15\) provides location based experiences with diverse information about venues, users, photos, and check-ins. The API supports real time access to places, Snap-to-Place that assigns users to specific locations, and Geo-tag. Additionally, Foursquare allows developers to build audience segments for analysis and measurement. JSON is the preferred response format.

**Global Open Data Index** - The Global Open Data Index (GODI)\(^16\) is the annual global benchmark for publication of open government data, run by the Open Knowledge Network. Our crowdsourced survey measures the openness of government data according to the Open Definition. By having a tool that is run by civil society, GODI creates valuable insights for government’s data publishers to understand where they have data gaps. It also shows how to make data more useable and eventually more impactful. GODI therefore provides important feedback that governments are usually lacking.

---

8 [https://www.opengovpartnership.org/theme/open-data](https://www.opengovpartnership.org/theme/open-data)
9 [https://www.programmableweb.com/api/berlin-open-data](https://www.programmableweb.com/api/berlin-open-data)
12 [https://www.openstreetmap.org](https://www.openstreetmap.org)
14 [https://adresse.data.gouv.fr/api](https://adresse.data.gouv.fr/api)
16 [https://index.okfn.org](https://index.okfn.org)
9.7 Fleet Management Market estimations

Fleet management is an ambiguous term used in reference to a wide range of solutions for different vehicle-related applications. As we saw in the previous sections, a fleet management solution is basically a vehicle-based system that incorporates data logging, satellite positioning and data communication to a backoffice application.

Commercial vehicle fleets play an essential role in the European economy. According to European Automobile Manufacturers Association (ACEA), there were over 54 million commercial vehicles in use in Europe in 2015. The 13.04 million medium and heavy trucks accounted for more than 75 percent of all inland transports, forming a € 250 billion industry. Approximately 0.9 million buses and coaches stood for 9.3 percent of all passenger kilometres. The greater part of the 30.0 million light commercial vehicles (LCV) in Europe was used by mobile workers and for activities such as distribution of goods and parcels. It is also interesting to note that there are an estimated 10.6 million passenger cars owned by companies and governments. The tables below provide further analysis on the these statistics and the specific numbers calculated per considered country (source is The 2017 edition of ACEA’s ‘Vehicles in use’ Report).

<table>
<thead>
<tr>
<th>Country</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>%Change 15/14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>336,322</td>
<td>346,397</td>
<td>355,214</td>
<td>365,686</td>
<td>375,163</td>
<td>2.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>613,343</td>
<td>627,692</td>
<td>640,253</td>
<td>656,691</td>
<td>678,801</td>
<td>3.4</td>
</tr>
<tr>
<td>Croatia</td>
<td>110,938</td>
<td>114,930</td>
<td>119,411</td>
<td>121,935</td>
<td>127,395</td>
<td>4.5</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>495,639</td>
<td>502,164</td>
<td>504,388</td>
<td>509,378</td>
<td>515,263</td>
<td>1.2</td>
</tr>
<tr>
<td>Denmark</td>
<td>427,848</td>
<td>414,725</td>
<td>401,874</td>
<td>398,074</td>
<td>395,645</td>
<td>-0.6</td>
</tr>
<tr>
<td>Estonia</td>
<td>49,698</td>
<td>54,139</td>
<td>57,414</td>
<td>61,233</td>
<td>66,297</td>
<td>8.3</td>
</tr>
<tr>
<td>Finland</td>
<td>361,499</td>
<td>299,088</td>
<td>301,012</td>
<td>304,255</td>
<td>307,706</td>
<td>1.1</td>
</tr>
<tr>
<td>France</td>
<td>5,867,000</td>
<td>5,896,000</td>
<td>5,915,000</td>
<td>5,965,000</td>
<td>5,995,177</td>
<td>0.5</td>
</tr>
<tr>
<td>Germany</td>
<td>2,085,258</td>
<td>2,141,457</td>
<td>2,196,265</td>
<td>2,274,261</td>
<td>2,374,822</td>
<td>4.4</td>
</tr>
<tr>
<td>Greece</td>
<td>818,818</td>
<td>822,492</td>
<td>825,956</td>
<td>830,935</td>
<td>836,685</td>
<td>0.7</td>
</tr>
<tr>
<td>Hungary</td>
<td>354,703</td>
<td>355,042</td>
<td>361,706</td>
<td>373,162</td>
<td>389,980</td>
<td>4.5</td>
</tr>
<tr>
<td>Ireland</td>
<td>291,241</td>
<td>281,122</td>
<td>287,587</td>
<td>286,294</td>
<td>295,609</td>
<td>4.7</td>
</tr>
<tr>
<td>Italy</td>
<td>3,861,167</td>
<td>3,853,329</td>
<td>3,831,774</td>
<td>3,844,629</td>
<td>3,874,452</td>
<td>0.8</td>
</tr>
<tr>
<td>Latvia</td>
<td>39,762</td>
<td>43,119</td>
<td>46,477</td>
<td>50,531</td>
<td>52,612</td>
<td>4.1</td>
</tr>
<tr>
<td>Lithuania</td>
<td>97,214</td>
<td>98,459</td>
<td>95,854</td>
<td>44,856</td>
<td>46,342</td>
<td>3.3</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>24,800</td>
<td>26,089</td>
<td>27,046</td>
<td>27,635</td>
<td>28,521</td>
<td>3.2</td>
</tr>
<tr>
<td>Netherlands</td>
<td>922,000</td>
<td>906,000</td>
<td>890,000</td>
<td>885,000</td>
<td>901,026</td>
<td>1.8</td>
</tr>
<tr>
<td>Poland</td>
<td>2,237,729</td>
<td>2,303,433</td>
<td>2,334,415</td>
<td>2,399,323</td>
<td>2,447,764</td>
<td>2.0</td>
</tr>
<tr>
<td>Portugal</td>
<td>1,206,000</td>
<td>1,170,000</td>
<td>1,137,000</td>
<td>1,118,000</td>
<td>1,116,000</td>
<td>-0.07</td>
</tr>
<tr>
<td>Romania</td>
<td>516,071</td>
<td>555,141</td>
<td>591,978</td>
<td>637,750</td>
<td>670,119</td>
<td>5.1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>208,877</td>
<td>215,404</td>
<td>222,464</td>
<td>227,395</td>
<td>235,519</td>
<td>3.6</td>
</tr>
<tr>
<td>Slovenia</td>
<td>57,455</td>
<td>63,065</td>
<td>64,751</td>
<td>68,132</td>
<td>71,971</td>
<td>5.6</td>
</tr>
<tr>
<td>Spain</td>
<td>4,696,888</td>
<td>4,636,062</td>
<td>4,550,076</td>
<td>4,508,276</td>
<td>4,520,616</td>
<td>0.3</td>
</tr>
<tr>
<td>Sweden</td>
<td>467,533</td>
<td>477,094</td>
<td>486,052</td>
<td>501,661</td>
<td>516,168</td>
<td>2.9</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3,614,664</td>
<td>3,631,595</td>
<td>3,706,351</td>
<td>3,842,017</td>
<td>4,007,331</td>
<td>4.3</td>
</tr>
<tr>
<td>EUROPEAN UNION</td>
<td>29,761,613</td>
<td>29,832,038</td>
<td>29,950,318</td>
<td>30,301,909</td>
<td>30,844,904</td>
<td>1.8</td>
</tr>
<tr>
<td>Norway</td>
<td>468,075</td>
<td>472,799</td>
<td>478,225</td>
<td>480,846</td>
<td>487,674</td>
<td>1.4</td>
</tr>
<tr>
<td>Switzerland</td>
<td>300,254</td>
<td>313,541</td>
<td>323,235</td>
<td>333,803</td>
<td>344,853</td>
<td>3.3</td>
</tr>
<tr>
<td>EFTA</td>
<td>768,329</td>
<td>786,340</td>
<td>801,460</td>
<td>814,649</td>
<td>832,527</td>
<td>2.2</td>
</tr>
<tr>
<td>Russia</td>
<td>3,622,592</td>
<td>3,651,099</td>
<td>3,779,540</td>
<td>3,788,247</td>
<td>3,916,555</td>
<td>3.4</td>
</tr>
<tr>
<td>Turkey</td>
<td>3,000,539</td>
<td>3,190,725</td>
<td>3,354,898</td>
<td>3,489,748</td>
<td>3,704,512</td>
<td>6.2</td>
</tr>
<tr>
<td>Ukraine</td>
<td>1,921,416</td>
<td>1,401,770</td>
<td>1,409,805</td>
<td>1,423,135</td>
<td>1,428,513</td>
<td>0.4</td>
</tr>
<tr>
<td>EUROPE</td>
<td>38,545,489</td>
<td>39,901,972</td>
<td>39,296,021</td>
<td>38,817,663</td>
<td>40,727,091</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Figure 32 Light commercial vehicles operating in Europe.

## Figure 33 Medium and heavy commercial vehicles.

<table>
<thead>
<tr>
<th></th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>%Change 15/14</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EUROPE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>417,000</td>
<td>426,081</td>
<td>434,311</td>
<td>444,500</td>
<td>453,702</td>
<td>2.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>778,746</td>
<td>791,043</td>
<td>803,712</td>
<td>817,089</td>
<td>838,424</td>
<td>2.6</td>
</tr>
<tr>
<td>Croatia</td>
<td>140,816</td>
<td>153,494</td>
<td>159,336</td>
<td>166,441</td>
<td>179,152</td>
<td>4.8</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>702,499</td>
<td>705,147</td>
<td>714,043</td>
<td>721,432</td>
<td>732,045</td>
<td>1.5</td>
</tr>
<tr>
<td>Denmark</td>
<td>480,154</td>
<td>466,000</td>
<td>452,174</td>
<td>448,267</td>
<td>445,934</td>
<td>-0.5</td>
</tr>
<tr>
<td>Estonia</td>
<td>87,496</td>
<td>92,350</td>
<td>96,675</td>
<td>101,240</td>
<td>106,593</td>
<td>5.2</td>
</tr>
<tr>
<td>Finland</td>
<td>470,149</td>
<td>407,813</td>
<td>409,538</td>
<td>412,877</td>
<td>415,125</td>
<td>0.9</td>
</tr>
<tr>
<td>France</td>
<td>6,517,000</td>
<td>6,558,000</td>
<td>6,550,000</td>
<td>6,608,000</td>
<td>6,652,177</td>
<td>0.7</td>
</tr>
<tr>
<td>Germany</td>
<td>3,055,708</td>
<td>3,107,000</td>
<td>3,163,469</td>
<td>3,244,457</td>
<td>3,355,885</td>
<td>3.4</td>
</tr>
<tr>
<td>Greece</td>
<td>1,075,445</td>
<td>1,079,190</td>
<td>1,080,064</td>
<td>1,088,498</td>
<td>1,098,851</td>
<td>0.6</td>
</tr>
<tr>
<td>Hungary</td>
<td>459,309</td>
<td>458,474</td>
<td>455,466</td>
<td>478,034</td>
<td>494,065</td>
<td>3.4</td>
</tr>
<tr>
<td>Ireland</td>
<td>337,926</td>
<td>326,228</td>
<td>335,722</td>
<td>333,202</td>
<td>348,627</td>
<td>4.6</td>
</tr>
<tr>
<td>Italy</td>
<td>4,953,778</td>
<td>4,921,712</td>
<td>4,807,000</td>
<td>4,865,167</td>
<td>4,890,701</td>
<td>0.7</td>
</tr>
<tr>
<td>Latvia</td>
<td>72,540</td>
<td>79,126</td>
<td>84,762</td>
<td>87,945</td>
<td>85,320</td>
<td>-2.8</td>
</tr>
<tr>
<td>Lithuania</td>
<td>193,595</td>
<td>196,175</td>
<td>194,420</td>
<td>190,626</td>
<td>193,578</td>
<td>2.9</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>37,944</td>
<td>39,214</td>
<td>40,210</td>
<td>40,725</td>
<td>41,683</td>
<td>2.4</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3,062,000</td>
<td>3,072,000</td>
<td>3,055,000</td>
<td>3,044,885</td>
<td>3,055,999</td>
<td>1.5</td>
</tr>
<tr>
<td>Poland</td>
<td>3,177,221</td>
<td>3,277,863</td>
<td>3,345,086</td>
<td>3,446,673</td>
<td>3,527,809</td>
<td>2.6</td>
</tr>
<tr>
<td>Portugal</td>
<td>3,164,000</td>
<td>3,180,100</td>
<td>3,179,300</td>
<td>3,151,500</td>
<td>3,124,700</td>
<td>-0.6</td>
</tr>
<tr>
<td>Romania</td>
<td>701,726</td>
<td>753,839</td>
<td>806,343</td>
<td>855,187</td>
<td>901,970</td>
<td>6.4</td>
</tr>
<tr>
<td>Slovakia</td>
<td>100,791</td>
<td>807,913</td>
<td>315,877</td>
<td>320,104</td>
<td>320,130</td>
<td>3.0</td>
</tr>
<tr>
<td>Slovenia</td>
<td>85,261</td>
<td>90,011</td>
<td>94,816</td>
<td>99,209</td>
<td>104,416</td>
<td>5.1</td>
</tr>
<tr>
<td>Spain</td>
<td>5,315,109</td>
<td>5,232,813</td>
<td>5,130,066</td>
<td>5,085,343</td>
<td>5,107,427</td>
<td>0.4</td>
</tr>
<tr>
<td>Sweden</td>
<td>562,219</td>
<td>571,024</td>
<td>579,168</td>
<td>591,197</td>
<td>610,328</td>
<td>2.5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4,260,678</td>
<td>4,279,078</td>
<td>4,364,318</td>
<td>4,500,576</td>
<td>4,647,152</td>
<td>3.9</td>
</tr>
<tr>
<td><strong>EUROPEAN UNION</strong></td>
<td>36,644,718</td>
<td>36,600,592</td>
<td>36,814,726</td>
<td>37,156,165</td>
<td>37,813,218</td>
<td>1.8</td>
</tr>
<tr>
<td>Norway</td>
<td>569,831</td>
<td>574,134</td>
<td>579,113</td>
<td>581,448</td>
<td>587,769</td>
<td>1.1</td>
</tr>
<tr>
<td>Switzerland</td>
<td>372,275</td>
<td>390,668</td>
<td>398,522</td>
<td>410,118</td>
<td>420,613</td>
<td>2.6</td>
</tr>
<tr>
<td><strong>ETA</strong></td>
<td>947,090</td>
<td>964,802</td>
<td>987,045</td>
<td>991,566</td>
<td>1,080,382</td>
<td>1.7</td>
</tr>
<tr>
<td>Russia</td>
<td>7,930,906</td>
<td>7,960,613</td>
<td>7,964,484</td>
<td>8,071,702</td>
<td>8,093,899</td>
<td>-0.6</td>
</tr>
<tr>
<td>Turkey</td>
<td>2,948,903</td>
<td>4,178,285</td>
<td>4,330,733</td>
<td>4,474,671</td>
<td>4,725,887</td>
<td>5.6</td>
</tr>
<tr>
<td>Ukraine</td>
<td>1,278,348</td>
<td>1,246,319</td>
<td>1,376,077</td>
<td>1,358,988</td>
<td>1,362,019</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>EUROPE</strong></td>
<td>52,749,962</td>
<td>53,070,650</td>
<td>53,314,465</td>
<td>53,852,791</td>
<td>54,733,405</td>
<td>1.6</td>
</tr>
</tbody>
</table>

**Figure 34 Total commercial vehicles (incl. buses).**
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Most major analysts agree that the European fleet management market has entered a growth period that will last for several years to come. The number of fleet management systems in active use is forecasted to grow at an estimated annual growth rate of 16.4 percent from 6.6 million units at the end of 2016 to 14.1 million by 2021. Moreover, the penetration rate in the total population of non-privately owned commercial vehicles and cars is estimated to increase from 15.6 percent in 2016 to 31.6 percent in 2021 (source is “Fleet Management in Europe”, Berg Insight, 2017).

9.8 Big Data in the Fleet Management sector

Big data is rapidly developing to address many facets of Fleet Management systems - driver performance, tracking data, working times and maintenance history. Therefore, new features are continuously added to fleet management solutions adding more value to end users. Big data is the real gold in the fleet management sector. TomTom Telematics, for instance, processes 25 billion new data points every quarter for its fleet management clients.\(^{18}\) It can be of immense value to use the large amounts of data generated by a fleet and analyze this data to help the fleet owner to better understand its drivers and assets, which allows it to make improvements that maximize performance.

Fleet owners can learn new things about their daily operations by analysing everything from delivery routes to waiting times. Big Data can detect driving behaviours and let employees know how they can change their driving style to save money and potentially even save lives. Big Data can also be used to detect problems before they happen, allowing vehicles to be serviced when they actually need maintenance in order to minimize cost.

This specific market opportunity is a main focus of Track & Know Project, which through the development of its Toolboxes and a Big Data Platform that specifically consider the transport big data market requirements, is aiming to change the way Big Data will be used for value generation.

10 The Track-and-Know Online Observatory

The Track-and-Know Online Observatory objective is to provide easily accessible, comprehensive and understandable information on the current state-of-the-art methods related to the project, as well as open access (free of charge online access for any user) to all resulting scientific publications of the project.

As far as the easy access to the provided information is concerned, an online webpage will be created. Thus, the online observatory will be implemented as an integral part of the project webpage. The latter, not only will help in the identification and monitoring of the current state-of-the-art throughout the project methods, but also it will bridge knowledge fragmentation across these methods. Moreover, the online observatory content will be dynamic. That is, the online observatory will be continuously updated as new content is becoming available.

The online version will follow the structure of the document, each chapter and subchapter, although it will have a slightly different layout owing to the fact that it will be developed to make it mobile-friendly, just as the rest of the project website will be. The bone structure of the online observatory will be as presented in Figure 35.

The first version of the webpage of the online observatory will be temporarily published online in M6 with the corresponding report (D1.1). Also, a revised version of the online observatory with updated content will be available online at the end of the project (RD1.1)
### Track & Know online observatory

- **Track & Know overview**
  - Scope and Approach
  - The T&K ‘big picture’
  - Challenges and Objectives

- **Big Data state-of-the-art**
  - Big Data Platforms and Infrastructure
    - Industry-related Benchmarks
  - Big Data Management and Processing
    - Big Data Storage and Indexing
    - Big Data Processing
  - Big Data Analytics and Visualization
    - Knowledge Discovery in Big Data
    - Complex Network Analysis in Big Data
    - Complex Event Recognition in Big Data
    - Visual Analytics in Big Data

- **Ethics, Regulations and Standards Aspects**
  - GDPR compliance
  - Related Standards

- **Market Analysis**
  - Market Analysis – the Insurance Business Case
    - Related Open Data
  - Market Analysis – the Healthcare Business Case
    - Related Open Data
  - Market Analysis – the Transport Business Case
    - Related Open Data

- **Scientific News & Events**
- **Contact**

---

Figure 35: Structure of the online observatory.
11 Conclusions

In this deliverable, we presented a thorough state-of-the-art survey of the scientific topics as well as the business case of interest for Track & Know H2020 project. In particular, we first presented the overall Track & Know concept, according to the BDVA reference model. Then, we discussed in detail state-of-the-art on big data platforms and architectures, big data management and processing techniques, big data analytics methods, and big data visualization and visual analytics methods and tools, which are highly relevant to the project. After a discussion, on various aspects on ethics (including personal data protection), compliance to regulations and standards, etc., the report included a market analysis on the three industries that will be addressed in Trach & Know project: car insurance, healthcare services, and fleet management, respectively. We concluded the report by outlining the structure and functionality of the online observatory, to be implemented as an integral part of the project website.